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As explained in our note of April 27 (attached as Appendix 1) and in the GTAP paper (Fox et al., 2012), we have transformed the annual 65-order BEA input-output tables for 1998 to 2009 into a form suitable for CGE modeling.  This work is not complete.  The margin and indirect tax matrices have not yet been estimated.  We also need data for the balance of payments and the government accounts.  Nevertheless, the transformation of the input-output data is sufficiently complete for us to undertake preliminary simulations.  
We have conducted year-on-year historical simulations for the 11 years 1998 to 1999, 1999 to 2000, … and 2008 to 2009.  In these simulations we shocked an array of variables with their observed movement between years t and t+1.  These shocked variables include: 
· real aggregate private and public consumption, real public and private investment, real exports and real imports (NIPA Table 1.1.3 available at http://www.bea.gov/iTable/iTable.cfm?ReqID=9&step=1 );
· the values of output, private consumption, exports and imports at the commodity level (the main source is the BEA 65-order input-output tables.  These are supplemented for the special commodities by the estimates described in Fox et al., 2012);
· producer prices of output by commodity (see NIPA GDP by industry accounts available at http://www.bea.gov/iTable/iTable.cfm?ReqID=5&step=1 )and producer prices for imports of selected commodities (we used NIPA international transaction Table 4.2.4 available at http://www.bea.gov/iTable/iTable.cfm?ReqID=9&step=1);
· values of labor input by industry and values of taxes less subsidies by industry (BEA 65-order input-output tables);
· aggregate employment (CPS data from BLS available at http://data.bls.gov/pdq/SurveyOutputServlet, LNU02000000Q);
· quantities of employment by  industry (NIPA Table 6.5D available at (http://www.bea.gov/iTable/iTable.cfm?ReqID=9&step=1) ; 
· value of investment by industry (estimates described in Fox et al, 2012); and
· the consumer price index (NIPA Table 1.1.9 available at http://www.bea.gov/iTable/iTable.cfm?ReqID=9&step=1 )and number of households (CPS data from BLS available at http://data.bls.gov/pdq/SurveyOutputServlet, LNU00000000Q).
With these shocks in place the simulation for t to t+1 reveals movements in:
· capital available for use in each industry (deduced from estimates of capital stocks in 1998 and investment and depreciation in subsequent years);
· total factor productivity by industry together with its components (labor-saving, capital-saving and intermediate-input-saving technical change);
· consumer preferences by commodity (shifts in the household utility function); 
· import-domestic preferences by commodity (twists in import-domestic ratios beyond those that can be explained by price movements); 
· positions of export demand curves by commodity; and
· macro propensities including the average propensity to consume out of household income and the willingness to invest at any given expected rate of return.
These results are of interest in themselves and will be analyzed in later papers.  They also will play an important role in baseline forecasting.  
1.  Some key technical issues
1.1.  Estimation of returns to capital
It is traditional in CGE modeling to assume that gross operating surplus (GOS) shown in input-output tables is the rental on using capital.  However, this often leads to difficulties.  GOS for an industry is estimated by statistical agencies as a residual: what is left over after deducting production taxes and expenditures on labor and intermediate inputs from the value of output.  Estimated this way, GOS often shows year-to-year volatility and may have little to do with the rental value of capital.  
We decided to estimate the rental value of capital in industry j in year t as:

		(1)
where 
	D(j) is the rate of depreciation in industry j;
	VCAP(j,t) is the value of the capital stock in industry j in year t (implied by our historical simulation using estimates of capital by industry in 1998 and investment by industry for all years supplied by Julian Richards, see Fox et al., 2012); and
	NRR is the net rate of return on capital which we assume is the same for all industries and years, set at 0.07.
We placed these rental estimates for 1998 in the GOS row of the I-O table for that year and rebalanced the table by adding GOS(j,t) – Rental(j,t) to an “Other costs” row.  We approximately maintain (1) throughout the 11 simulation years (del_ror is effectively exogenous and unshocked).  Corresponding to this treatment of rentals, we endogenize a shift variable on other costs in each industry.  
For most years our simulations show a very small aggregate value for Other costs and give a split between aggregate returns to labor and capital that seems reasonable for the U.S.: about 2/3rds labor and 1/3rd capital.  Imposition of equation (1) has a considerable advantage over the alternative of simply accepting the published numbers for GOS as rentals on capital.  Capital intensity in production functions (and in related capital and labor demand functions) depends in CGE models on capital and labor shares in returns to primary factors.  With observed GOS we often obtain unrealistic values for capital intensity leading to misspecification of demand for capital and labor by industry.  This problem is avoided by using equation (1), which produces relatively smooth paths for rental on capital.  Of course, we now have another problem: interpretation of Other costs.  We plan to interpret fluctuations in other costs as pure profits and losses.  We are reassured to see that in the deep recession year of 2009 estimated Other costs are a large negative number, about 10 per cent of GDP.  In more normal years, such as 1998, Other costs are about -1 per cent of GDP.  The assumption of a constant value for NRR at 0.07 needs further investigation.  
1.2.  Intermediate inputs
The BEA tables presented us with two problems in regard to intermediate inputs.  First, in examining the values of particular flows in the input-put data across the 11 years from 1998 to 2009 we found, especially for domestic flows, many cases of sporadic zeros: a zero in year t followed by a positive entry for year t+1.  In view of this, we decided not to use the BEA estimates of movements in the values of individual intermediate flows in our year-on-year historical simulation.  Our theory does not allow for movements away from zero.  
A second and more important problem is that the BEA tables combined with price data imply unrealistic movements in intermediate inputs per unit of output for some industries, especially those for which input prices move quite differently from output prices.  It appears that in estimating intermediate input flows the BEA has adopted a method that introduces stability in the ratio of values of intermediate flows to values of output.  This is unsuitable for an industry such as Oil and gas extraction in which the output price is highly volatile.  When the output price falls sharply as it did in 2009 without a corresponding fall in the price of intermediate inputs, then the BEA method implies (unrealistically) that intermediate input quantities fall sharply relative to the quantity of output.[footnoteRef:1]  This is illustrated in Chart 1 which is drawn on the basis of BEA input-output data and BEA data on prices of inputs and outputs.  [1:   If PintQint/ PoutQout is stable and Pint/Pout rises sharply, then Qint/Qout falls sharply.  ] 

Chart 1.  Inputs and outputs: percentage growth rates for the Oil and gas extraction industry implied by the BEA input-output tables for 1998 to 2009
[image: ]
After some experimentation, we decided to assume that quantities of inputs per unit of output in each industry developed quite smoothly through the period 1998 to 2009 according to the equation:

		(1)
where %IOj(t) is the growth in the quantity of input per unit of output in industry j between years 
t-1 and t; gj is a parameter; and f(t) is a shift variable that adjusts in the simulation for year t so that our data on the aggregate quantity of output across industries is compatible with our data on aggregate final demands.  To measure gj we averaged the percentage changes in quantity of input per unit of output for the years 1999 to 2009.  In calculating these quantities we used value data from the input-output tables and input and output prices from the BEA GDP-by-industry accounts available at http://www.bea.gov/iTable/iTable.cfm?ReqID=5&step=1 .  
1.3.  Developing the closure to perform the historical simulations
To develop the historical closure we adopt a step by step approach starting from a bland long-run closure.  The reasons for this cautious approach are described in Dixon and Rimmer (2002, chapter 5).  
The closure swaps are set out in Table1.  The variable on the left hand side of each swap statement becomes endogenous while that on the right hand side becomes exogenous.  To fully follow the notes below, readers will require access to the USAGE 2.0 code.
Step 1 sets up a short-run closure.  Exogenizing d_f_cap_t turns on the equation that equates start-of-year capital in year t with end-of-year capital in year t-1.  Correspondingly rates of return on capital, del_ror, are endogenized.  Exogenizing d_f_eeqoror_j for industries that have capital turns on the logistic treatment of investment.  Correspondingly, we endogenize investment to capital ratios which were exogenous in the standard long-run closure.  At this stage capital is predetermined, aggregate employment is exogenous as in the long-run closure and technology is exogenous.  Thus GDP can be thought of as being determined in an aggregate production : GDP = A*F(K,L).
Step 2 exogenizes all of the expenditure-side real macro aggregates.  This sets the model up so that it can accept as shocks the historical movements in these variables. Correspondingly, we endogenize the average propensity to consume out of GDP, scalar shift variables in the investment equations for private and public-sector industries, a scalar shift variable for public consumption, and a twist in preferences for imports.  When the final component of aggregate expenditure (exports) is exogenized it is necessary to endogenize a scalar shift in technology (ff_a1prim).  This is because with GDP determined on the expenditure side (GDP = C + I + G + X – M), we must provide a degree of freedom on the income side (GDP = A*F(K,L)).  Finally in step 2 we exogenize the nominal exchange rate, phi.  With the consumer price level being exogenous, exogenization of phi determines the real exchange rate.  Thus the corresponding endogenization is a scalar shifter in the positions of the export demand functions (see Dixon and Rimmer, 2002, pages 247-50).  
Step 3 sets up the model to accept observed movements in the value of investment expenditure in each industry.  This requires endogenization of a shift variable in the logistic investment function for each industry.  Since we continue to treat aggregate real private and public investment exogenously, we must allow endogenous shaving of the observed industry investment values.  This is achieved by endogenizing fw2totp and fw2totg.  Corresponding to endogenization of these variables is exogenization of the previously endogenized scalar shift variables in the investment equations for private and public-sector industries.  
Step 4 sets up the model to accept observed movements in the values of outputs by commodity.  When the output of a commodity is exogenized, we need a degree of freedom on the demand side.  For most commodities this is supplied by ac.  A shift in ac(i) imposes i-saving technical change in production and capital creation in industry i and also in the use of i as a margin.  Via the first swap in step 4 we connect a3com(i) to ac(i).  With this connection, movement in ac(i) drive  i-saving taste changes for households.  
Production of Non-comparable imports (NC) is automatically zero in our model.  Therefore we do not introduce output information for this commodity. For this reason ac(NC) is exogenous.  For Scrap and used & secondhand the output information is hard to interpret.  Consequently for this commodity we exogenize ac and do not endogenize voutobs.  For three special commodities, ExpTour, ExpEdu and OthNonRes, the only source of demand is exports.  Thus ac endogenization doesn’t work.  Instead when we introduce output information for these variables we endogenize shift variables in their export demand equations.  Another special commodity is FgnVac.  The only source of demand for this artificial commodity is as import of Vacations by households.  Thus when we exogenize output of the commodity, it is appropriate to endogenize the import/domestic preference twist for vacations.  For the four government commodities, those in the set GOV, we shave the observed outputs by endogenizing ff_out.  This is necessary to achieve compatibility with the exogenously given x5tot.  Corresponding to the endogenization of ff_out we exogenize f5gen, thereby avoiding indeterminacy between these two shifters.  The final pair of swaps in step 4, cost neutralizes the ac movements.  This is explained in Dixon and Rimmer (2002, pages 258-9).  
Step 5 sets up the model to accept values of consumption by commodity.  This requires exogenization of v3obs and endogenization of the commodity taste-change variable f3ac.  We continue to treat movements in real aggregate consumption exogenously.  Thus, the shaving variable f_v3obs is endogenous.  The corresponding exogenous variable is the overall taste change scalar, ave_a3com.
Step 6 sets up the model to accept values of exports for all but four commodities.  The four exceptions are entirely exported and so their exports were already tied down by the exogenization of their outputs in step 4.  Exogenization of export values requires endogenization of the vector of shifters on the positions of export demand curves, f4q.  We continue to treat movements in real aggregate exports exogenously.  Thus, the shaving variable f_v4obs is endogenous.  The corresponding exogenous variable is the scalar shifter on export demand curves, f4gen, which was previously endogenized in step 2.
Step 7 sets up the model to accept values of imports by commodity.  The set IMPS1 includes all commodities for which there are non-zero imports except Non-comparable imports and Vacation.  Apart from these two exceptions we handle the exogenization of v0impobs by endogenizing an import/domestic preference twist variable ftwist_src.  We continue to treat movements in real aggregate imports exogenously.  Thus, the shaving variable f_v0imp is endogenous.  The corresponding exogenous variable is the overall import/domestic twist, twist_c, which was previously endogenized in step 2.  In bringing in the observed movements in Non-comparable imports, we endogenized ac rather than ftwist_src.  The twist variable is not appropriate as there is no domestic production of Non-comparable imports.  Imports of vacation correspond to output of foreign vacation which has already been absorbed in step 4. 
Step 8  sets up the model to accept movements in basic prices of imports and domestic goods.  The set IMPRICE includes all commodities for which data on domestic-currency import prices are available.  For these commodities we exogenize the basic price, p0imp, and endogenize the foreign-currency c.i.f. price by endogenizing f_pf0cif.  
For Vacation the import price has a special treatment in our model which we retain.  For the remaining commodities, those not in IMPRICE or VACATION, we assume that the basic price of the import moves in line with that of the domestic commodity.  This is achieved by exogenizing r_p0dom_imp and endogenizing the foreign-currency price shifter f_pf0cif.  
We exogenize prices of all domestic commodities except those with special treatments in the model.  These exceptions are: Scrap and used & secondhand; Non-comparable imports; Vacation; Foreign vacation; Export tourism; Export education; and Other non-resident expenditure.  To accommodate exogenous prices of domestic commodities we endogenize output-augmenting technical change, a0_i.  We also endogenize a shave variable, f_p0dom.  This is necessary to allow us to retain exogenous treatment of the macro price variable p3tot.  The exogenous partner for f_p0dom is a0_ci, overall output-augmenting technical change.  Exogenization of a0_ci removes indeterminacy between factor-saving technical change (the endogenous ff_a1prim) and output-augmenting technical change.   
Step 9 sets up the model to accept movements in revenue by industry from production taxes.  This is done by endogenizing a shift variable acting on the power of the production tax for each industry.  
Step 10 sets up the model to accept movements in the values and quantities of labor inputs by industry.  We bring in the value movements, vlabobs, by endogenizing an industry wage variable, f1lab.  We bring in the quantity movements, qlabobs, by endogenizing a technology twist variable between capital and labor, ftwistlk.  We endogenize the shave variable on quantities, f_qlabobs, so that we can retain exogenous treatment of aggregate labor input.  The exogenous partner for f_qlabobs is f1lab_i, the scalar wage-shift variable.  Exogenization of f1lab_i removes indeterminacy between the industry wage-shift variable f1lab and the aggregate wage-shift variable f1lab_i. 
Step 11 sets up the model so that we can bring in trends in the ratios of intermediate inputs to outputs.  We do this for all industries except Vacation; Foreign vacation; Export tourism; Export education; and Other non-resident expenditure.  For these 5 artificial industries, (the set SPECIAL) there is no technical change allowed: their outputs are measured as an amalgam of intermediate inputs.  
The trends in intermediate inputs per unit of output are introduced as shocks to the variable f_int_input.  With this variable being exogenized, we endogenize fff_a1.  The industry i component of fff_a1 causes a uniform shift in industry i’s use of all intermediate inputs per unit of output.  The amount of intermediate inputs for the whole economy is tied down by the exogeneity of outputs and final demands.  Consequently we cannot determine intermediate inputs per unit of output in each industry simply by imposing a trend.  We need to allow one degree of freedom for the whole economy.  We do this by endogenizing ff_intinp.  Correspondingly, we exogenize f4_a1 which is the sum over industries of the endogenous fff_a1 movements.  Exogenization of f4_a1 avoids an indeterminacy between input-saving technical changes represented by ac and the input-saving technical changes represented by fff_a1.  
Step 12.  Unlike the earlier steps, the swaps in step 12 are not designed to facilitate the introduction to the historical simulation of observed movements in variables.  Rather, they change the way in which these observed movements are used.  The first of the two swaps exogenizes rates of return on capital and endogenizes the price of other costs.  The underlying reasons for doing this were set out in section 1.1.  In the second swap we force the quantity of other costs in each industry j to move with the industry’s output, x0ind(j), rather than its activity level, z(j).  With output-augmenting technical change being endogenous, there can be large gaps between x0ind(j) and z(j).  We prefer to assume that the quantity of other costs moves with the readily interpretable x0ind(j) rather than with the more abstract z(j).  We have found that this choice leads to more interpretable results for multi-factor-productivity than the normal treatment in which movements in the quantity of other costs are linked to z.  
2.  Future work
This paper reports successful implementation of a year-on-year historical simulation for 1998 to 2009.  The team working on USAGE 2.0 needs to complete the following tasks.  
(a)  Creation of margin and tax matrices and their incorporation into the historical simulation.
(b)  Creation of balance of payments and government accounts and their incorporation into the historical simulation.
(c)  Description of each industry.  What we need for each industry is a brief description of what it produces and how its output is measured.  This will involve careful reading of the NAICS manual and possibly interaction with the BEA.  We need to know what is meant by, for example : Federal Reserve banks, credit intermediation, and related activities; Securities, commodity contracts, and investments; Insurance carriers and related activities; and Funds, trusts, and other financial vehicles.  We also need to know precisely how the outputs of these industries are measured.  
(d)  Analysis of the results from the historical simulation.  The results give a detailed picture of changes in technology, consumer preferences and trading conditions for the period 1998 to 2009.  These will need to be analyzed and summarized.  This process should be undertaken only after completion of task (c).  
(e)  Building a baseline forecast.  This will require extrapolation of trends in technology, preferences and trading conditions, together with incorporation of recent macro and energy forecasts.  Ideally, the historical simulation should be extended to embrace 2010 and possibly 2011.  
To facilitate further development of USAGE 2.0 by our colleagues at USITC and Commerce, we have sent them two zip file.  The first is a GEMPACK zip file of the full year-on-year historical simulation for 1998 to 2009.  The second zip contains the ingredients for the 12 step development of the historical closure and its application to the 1998-1999 historical simulation.
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Table 1.  Swaps used to develop the year-on-year historical closure from a bland long-run closure
	! Step 1.  Developing year-to-year SR closure from LR closure
swap del_ror = d_f_cap_t;  ! capital by industry predetermined 
swap  d_f_cap_t(NOCAP) =p1CAP(NoCAP); !cap_t(NOCAP)  ;
swap r_inv_cap(WithCAP) = d_f_eeqror_j(WithCAP);!  investment determined by logistic supply function 

! Step 2.  Bringing in movements in real macro variables
swap apc_gdp = x3tot;
swap d_f_eeqror = x2p;  
swap  d_f_gov   = x2g;  
swap f5gen = x5tot ;
swap twist_c = x0cif_c;
swap ff_a1prim = x4tot;
swap f4gen  = phi;

!  step 3  Investment by industry
swap d_f_eeqror_j(Withcap) = w2totobs(Withcap);
swap fw2totp = d_f_eeqror;
swap fw2totg = d_f_gov;


!  step 4  Absorbing disaggregated values of output
Xsubset GOVT is subset of COM;
swap a3com = f3ac;! Connects input -saving tech changes and household tastes
swap ac = voutobs;! adjusts demand to meet given supply
! We don't use output information for NC and Scrap
swap voutobs(NC) = ac(NC);
swap voutobs("scrpused2hnd") = ac("scrpused2hnd");
! Next 4 swaps reverse previous swap for commodities with no intermediate
! investment or consumption sales
swap f4q("ExpTour") = ac("ExpTour");
swap f4q("ExpEdu") = ac("ExpEdu");
swap f_oth_non_res = ac("OthNonRes");
swap ftwist_src("Vacation") = ac("FgnVac");
! ac not suitable for these commodities plus macro over determination
swap f5(GOVT) = ac(GOVT);
swap ff_out = f5gen;
swap a1 = del_f_a1; ! cost neutralization in current production
swap a2 = del_f_a2; ! cost neutralization in investment

!  Step 5  Absorbing disaggregated consumption value information
swap f3ac = v3obs;
swap f_v3obs = ave_a3com;
! All of domestically produced Vacation is consumed by households, so we can't 
! tell the model both output and consumption of vacation 
Xset VACATION (Vacation);
Xsubset VACATION is subset of COM;
Swap voutobs(VACATION) = ac(VACATION); 

!  Step 6  Absorbing disaggregated export value information
!  All domestically produced FgnVac, ExpTour, ExpEdu, OthNonRes are exported
Xset AllEXP (FgnVac,ExpTour,ExpEdu,OthNonRes);
Xsubset AllEXP is subset of COM;
Xset NAEXP = COM - AllEXP;
swap f4q(NAEXP) = v4obs(NAEXP);
swap f_v4obs =f4gen; 


!  Step 7  Absorbing disaggregated import value information
Xset IMPS1 (Farms,ForestFish,OilGasExtrac,OthMining,Utilities,WoodProd,
NonMetMinPrd,PrimMetals,FabMetProds,Machinery,CompElecPrds,ElectEquip,
MotVehParts,OthTransEqu,Furniture,MiscManu,FoodBevTob,TextMillProd,
Apparel,PaperPrds,Printing,PetroCoalPrd,ChemicalProd,PlastRubPrd,RailTrans,
WaterTrans,TruckTrans,Publishing,MotPicSndRec,InfoDataProc,FedResCrdInt,
Insurance,RentalLeas,LegalServ,CompServ,MiscServ,AdminServ,WasteManag,
EducatServ,HopsitNurs,ArtSprtMusem,OtherServ,ScrpUsed2Hnd,
AirInt,WaterInt);  

Xsubset IMPS1 is subset of COM;
swap ftwist_src(IMPS1) =v0impobs(IMPS1);
swap f_v0imp = twist_c;
swap ac(NC) = v0impobs(NC);


!  Step 8  Absorbing import and domestic prices

Xset IMPRICE (OilGasExtrac,CompElecPrds,MotVehParts,OthTransEqu,PetroCoalPrd,
             AirInt,WaterInt); ! Set of commodities for which domestic currency import prices are available
Xsubset IMPRICE is subset of COM;
swap f_pf0cif(IMPRICE) = p0imp(IMPRICE);

Xset IMP2 = IMPRICE union VACATION;
Xsubset  IMP2  is subset of COM;
Xset NONIMP2 = COM - IMP2;
swap f_pf0cif(NONIMP2) = r_p0dom_imp(NONIMP2);

Xsubset  NC is subset of COM_U;
Xset COM_UNC = COM_U - NC;
Xset SPECIAL = VACATION Union ALLEXP;
Xsubset SPECIAL is subset of COM_UNC;
Xset COM_UNCS = COM_UNC - SPECIAL;
swap  a0_i(COM_UNCS) = p0domobs(COM_UNCS);  ! Absorb price for c  by endogenizing average c-augmenting tech change
swap f_p0dom = a0_ci; ! shaves prices to be consistent with macro price & removes
! indeterminacy between overall factor input tech change and output augmenting tech change

 ! Step 9  Bring in value of production taxes
swap f0tax = d_w0tax;

! Step 10  Bring in values and quantities of labor inputs by industry
Xset NONSPEC = IND - SPECIAL;! These industries do not use labor
swap f1lab(NONSPEC)) = vlabobs(NONSPEC);
swap ftwistlk(NONSPEC = qlabobs(NONSPEC);
swap f_qlabobs =f1lab_i;


! Step 11  Bringing in trends on the ratios of intermediate inputs to outputs
swap fff_a1(NONSPEC) = f_int_input(NONSPEC);
swap  ff_intinp = f4_a1;!

! Step 12  Other cost and pure profits
swap d_f1oct(WithCap) = del_ff_rate(WithCap);
swap a1oct = f_x1oct;


	





Note added October 6, 2012
Our initial simulation (LHS c:\rundaynam\usage2Sep12\mu15-b12b-r01r-p01p.ds1) showed an unrealistic technological deterioration for pipelines between 2008 and 2009 [a(“pipeline”) = 73].  The main cause was an apparent decline in the value of output  of 40 per cent with a decline in price of about 1 per cent.  At the same time there was a sharp increase in capital input, about 10 per cent.  On trying to figure out what is going on we noticed that the BEA has recently revised the input-output data for 2009 (and to a lesser extent for 2008).  We decided to use the revised data (redefinition tables) to put in new shocks for value of output, value of private consumption, exports and imports.  We did not revise the shocks for special commodities or split commodities.  
	The revised results for technology by industry between 2008 and 2009 show [a(“pipeline”) = 27].  For the other industries there is not much change.  
To get new shocks used C:\usage\65order\fixdata10.tab.  Sent the new shock files (sh2007n.har and sh2008n.har to C:\rundynam\usagenew for running in c:\rundaynam\usage\mu15-b13b-r01r-p01p.ds1

Note added November 14, 2012
We added an extra year (2010) to the year-on-year simulations.  We were able to obtain 2009-10 movements for nearly all of the exogenous variables used in the previous years.  The main exception was investment by industry.  For this variable we allowed the model to determine 2009-10 growth using the logistic function that relates investment to rates of return.  Other exceptions were outputs for the two air transport commodities and the two water transport commodities.  For these variables we used information on output for air transport and output for water transport.  We allowed the model to determine the outputs for the sub commodities by assuming common input-using technical changes (ac’s).  Unlike the earlier years, for 2010 we allowed no movement in rates of production taxes.  
The results show strange movements for 2009-10 in some twist variables.  For example, Forestry-fishing shows a 73% twist towards imports in 2010.  The problem is that imports of Forestry-fishing don’t compete strongly with the domestic product.  The domestic product on the domestic market is mainly forestry.  By contrast, most of the imported product is fish.  Another example is Apparel which shows a twist of 153% in 2010.  Again, the imported and domestic products don’t compete strongly.  The imported product totally dominates in consumption, whereas for many intermediate uses, the domestic product is dominant.  A further exacerbating factor in 2010 is that imports increase strongly whereas our projected movement in the quantity of apparel consumption is -10%.  With consumption being almost entirely imports, it is hard to see how this could happen.  Perhaps the -10 is wrong.  It reflects a large increase (6.7%) in the consumer price of apparel, reflecting a strong increase in the use of retail per unit of activity throughout the economy.  Our simulation shows a 17% increase in the output of retail whereas total consumption increases by only 1.8%.  



Note added November 17, 2012 
Today (November 17, 2012) we have set up the government accounts for 1998 in USAGE 2 as shown in Table 2.  Rows 1, 2, 10, 18, 19, 20 and 21 are closely compatible with BEA NIPA Table 3.1.   Rows 3 to 8 were taken from data supplied by Julian (he will write up the sources).  Rows 11 to 17 (after a small adjustment to production taxes to hit the total in row 10) were taken from our estimates of indirect taxes made during our processing of the BEA input-output tables.  Row 22 consists of our estimates of returns to capital plus other costs for the 6 government industries.  This item corresponds quite closely to the sum of rows 8, 11 and 14 in the BEA NIPA Table 3.1.  
Table 2.  Government outlays and revenue: 1998 ($billion)
	1
	Public consumption 
	1263.4
	

	2
	Public investment 
	271.3
	

	3
	Transfers 
	1248.6
	

	
	made up of:
	
	

	4
		Unemployment benefits 
	
	47.2

	5
		Age benefits 
	
	411.9

	6
		Other personal benefits 
	
	470.0

	7
		Grants (=8.3+16.6)
	
	41.2

	8
	    Net interest and dividends on
    public-sector debt 
	
	278.3

	9
	Total outlays
	2783.3
	

	10
	Indirect taxes, net 
	646.0
	

	
	made up of taxes on:
	
	

	11
		Intermediate inputs
	
	59.6

	12
		Inputs to investment 
	
	13.4

	13
		Consumption 
	
	133.6

	14
		Exports 
	
	1.5

	15
		Public expenditure 
	
	0.0

	16
		Production 
	
	418.5

	17
		Imports 
	
	19.6

	18
	Direct taxes 
	1893.4
	

	
	made up of taxes on:
	
	

	19
		Labor (incl. social security payments)
	
	1654.2

	20
		Capital 
	
	239.2

	21
		Land 
	
	0.0

	22
	Other revenue (e.g. profits from gov inds)
	192.2
	

	23
	Total revenue
	2731.5
	

	24
	Public-sector deficit (outlays less revenue)
	51.8

	



Balance of payments and net foreign liabilities
We set up the 1998 balance of payments and net foreign liabilities data according to the information supplied by Julian (he is writing this up).  We ran the model out to 2010.  This simulation showed Net foreign liabilities at the start of 2009 as $5.8 trillion.   Julian’s data shows $3.2t.  We will need to investigate revaluation effects.  
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1.  Introduction
The U.S. International Trade Commission (ITC) has initiated a joint project with the Centre of Policy Studies (CoPS) for streamlining the updating process for the USAGE database.  Subsequently the project has been joined by the Department of Commerce.  
	The aims of the project are set out in section 2.  The central idea is to make use of the input-output tables that are now published annually by the Bureau of Economic Analysis (BEA).  These tables identify approximately 65 commodities and industries.  The model that we plan to build on the basis of these tables is called USAGE 2.0 to identify it as the first member of a second generation of USAGE models: models that will be based on a time series of input-output tables.  
	A major task in the creation of USAGE 2.0 is the conversion of the BEA’s annual input-output tables into a form suitable for a USAGE model.  Sections 3 and 4 set out the task by describing the BEA tables (the starting point) and comparing them with a USAGE database (the target).  The path from the BEA tables to the USAGE database involves changes in the treatment of: margins and indirect taxes; imports; investment; and government expenditures.  It also involves the elimination of various negative items from the BEA tables that have an accounting interpretation but are not suitable for economic modeling.  Another set of modifications of the BEA data is the creation of special industries to handle tourism, education services provided to foreign students and the distinctions between domestic and international air transport and domestic and international water transport.  Documentation on the conversion of the BEA tables is presented in section 5 to 8.  Plans for further documentation are outlined in the final section, section 9.  
2.  Background: note prepared after the initial planning meeting
This section consists of a slightly edited version of the relevant parts of a note prepared by Peter Dixon and Maureen Rimmer after the planning meeting for the project held at the ITC on June 14, 2011 and attended by Marinos Tsigas, Kyle Johnson, Zhi Wang and Alan Fox of the ITC and Peter Dixon and Maureen Rimmer of CoPS.
The main database job for USAGE is the conversion of BEA input-output tables into a form that is suitable for detailed, policy-relevant CGE modeling.  Dixon and Rimmer undertook this work on the BEA SIC-based 1992 Benchmark (500-sector) input-output table and used historical simulation to make updated tables for 1998, 2004 and 2005.  They prepared about 500 pages of documentation on this work.  The ITC together with colleagues from Commerce and Economic Research Services (ERS) in the Department of Agriculture have worked on the NAICS-based 1997 BEA Benchmark table and made an update to 2005.  Collective experience from these efforts suggests that while they generate valuable insights concerning the nature of the data and the development of the U.S. economy, they are unwieldy and require immense inputs of sustained research.  
At the June 14 meeting, the group  decided to work out how the BEA 65-order input-output tables could be used in the USAGE data updating process and for other USAGE-related purposes.  These tables have now been published annually by the BEA for 1998 to 2009.  It was proposed to use the BEA 65-order tables in two ways.  
Creation of USAGE 2.0 and the Trade Baseline
First, it was decided to build a 65-order version of USAGE based on the BEA annual tables.  This condensed model, USAGE 2.0, could be kept up-to-date by incorporating the BEA tables as they were published together with relatively easily implemented update simulations using macro data to bridge the one or two year gap between the latest BEA 65-order table and the current year.  Starting from the current year a 65-order baseline going out 10 to 15 years could be built.  This would incorporate macro forecasts from CBO, BLS, ERS and EIA, and trends in technologies, tastes and world trading conditions revealed by historical simulations based on the annual tables from 1998 to 2009.  As envisioned by Bob Koopman, the baseline could eventually become the foundation for an ITC publication to be known as the ITC Trade Baseline or some similar name.  
USAGE 2.0 would be adequate for many policy studies.  Published USAGE papers on illegal immigration, Obama’s stimulus package, biofuels, an H1N1 epidemic, port closures and the President’s National Export Initiative all rely on versions of USAGE with between 40 and 120 industries.  There would be strong credibility advantages in conducting policy simulations with a model reflecting contemporary data and in most cases only a small disadvantage in adopting a relatively aggregated industry dimension.  The 65-order model would also solve easily and quickly and provide a convenient platform for experimentation and model development.  
Updating 500-order USAGE annually using 65-order input-output data
The second role seen for the BEA annual tables is to provide control totals for updating of 500-sector versions of USAGE.  For example, starting from the 2005 500-order NAICS-based version, an historical simulation for the period 2005 to 2009 could be conducted to incorporate all of the information in the annual tables for movements at the 65-order level between these two years.  In this way a 500-order database for 2009 could be produced which was compatible with all of the available data at the 65-order level.  At the same time, technology, taste and trade trends available from earlier studies for 500-order industries could be incorporated within each 65-order sector.  Updating a 500-order version of USAGE via 65-order input-output data could be automated and conducted on a routine basis as BEA annual tables were published.     
3.  The starting point
The BEA annual input-output data are available for 1998 to 2009 in two text files: one showing input flows to absorption (Use matrix) and the other showing output flows (Make matrix).  
	The Use matrix has 876 rows and 82 columns.  The 876 rows consist of 73 rows for each of 12 years.  By separating out the rows for each year and leaving out subtotals we formed annual Use matrices of the type shown in Figure 3.1.  
	The BEA data on commodity flows is in producer values.  For each flow these are the revenue received by the producer (or the landed-duty-paid value in the case of imports) plus the sales tax associated with the flow.  
	The Make matrix has 780 rows and 68 columns.  The 780 rows consist of 65 industry rows for each of 12 years.  The 68 columns refer to output flows of 67 commodities and a total column.  By separating out the rows for each year and leaving out the total column, we formed annual Make matrices of the type shown in Figure 3.2.  Again these flows are in producer values.
	In theory, the data in Figures 3.1 and 3.2 should satisfy two balancing conditions.  First, the output of an industry calculated as a row sum across the 67 commodities in Figure 3.2 should equal the column sum in Figure 3.1 for the same industry.  Second, the output of a commodity calculated as a column sum across the 65 industries in Figure 3.2 should equal the row sum in Figure 3.1 for the same commodity.  In practice, the BEA satisfied these conditions apart from minor discrepancies caused by truncation.  We made small adjustments to ensure balance to a high level of precision.  


Figure 3.1.  BEA Use matrix for year t
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Figure 3.2.  BEA Make matrix for year t
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4.  The target
For a USAGE model we need input-out data in the form shown in Figure 4.1.  This figure shows the input-output database in three parts: a Use (or absorption) matrix; a joint-production (or Make) matrix; and a vector of import duties.  The first row in the absorption matrix, BAS1,... BAS6, shows flows in year t of commodities to producers, investors, households, exports, public consumption and inventory accumulation.  Each of these matrices has CS rows, one for each of C commodities from S sources. In USAGE 2.0, C is 76 (the 67 commodities in the BEA data plus some additions to be discussed) and S is 2 (domestic and imported).  BAS1 and BAS2 each have I columns where I is the number industries (74 in USAGE 2.0).  Thus, the typical component of BAS1 is the value of good i from source s [good (i,s)] used by industry j as an input to production, and the typical component of BAS2 is the value of (i,s) used to create capital for industry j.  BAS3 to BAS6 each have one column.  In standard applications, USAGE 2.0 will recognize one household, one foreign buyer, one category of public demand and one category of inventory demand.  In the input-output database, no imported commodity is exported without being processed in a domestic industry. Consequently, BAS4(i,s) is zero for s="imp".
Figure 4.1.	The USAGE Input-Output Database
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	All of the flows in BAS1, ..., BAS6 are valued at basic prices. The basic price of a domestically produced good (s="dom") is the price received by the producer (that is the price paid by users excluding sales taxes, transport costs and other margin costs).  The basic price of an imported good is the landed-duty-paid price, i.e., the price at the port of entry just after the commodity has cleared customs.
	Costs separating producers or ports of entry from users appear in the input-output data in the margin matrices and in the row of sales tax matrices.  The margin matrices, MAR1, ..., MAR6, show the values of N margin commodities used in facilitating the flows identified in BAS1, ..., BAS6.  We assume that all margin services are domestically produced.  In standard applications of USAGE 2.0, we plan for N to be about 7, covering wholesale trade, retail trade, road transport, rail transport, pipeline, water transport and air transport.
	Each of the matrices MAR1, ..., MAR6 has CSN rows.  These correspond to the use of N margin commodities in facilitating flows of C commodities from S sources (producers and ports of entry).  MAR1 and MAR2 have I columns identifying I industrial producers and I industrial capital creators, and MAR3 to MAR6 each have one column.  The typical components of MAR1 and MAR2 are the values of margin commodity n used in facilitating the flows of (i,s) to industry j for current production and for capital creation.  Similarly, the typical components of MAR3 to MAR6 are the values of margin commodity n used in facilitating flows of (i,s) to households, ports of exit[footnoteRef:2], governments and stocks of inventories.  As with the BAS matrices, all the flows in the MAR matrices are valued at basic prices.  In the case of margin flows, we assume that there is no cost separation between producers and users, i.e., there are no margins on margins.[footnoteRef:3]  Hence, there is no distinction between prices received by the suppliers of margins (basic prices) and prices paid by users of margins (purchasers' prices).   [2:  It should be emphasized that MAR4 contains transport and other margin costs incurred in facilitating export flows from U.S.  producers to U.S. ports.  It does not include transport and other margin costs incurred outside the U.S..]  [3:  Some readers may be concerned about the treatment of taxes charged on margin services such as road transport. These are handled as taxes paid by margin industries either on their outputs or their inputs (e.g., gasoline).  They are not treated as charges which separate the price received by the margin producer from the price paid by the margin user.  Consequently, they are not treated as charges which can cause different users to pay different amounts per unit of service received.] 

	TAX1 to TAX6 record collections of sales taxes.  The typical component of TAX1, for example, is the sales tax generated as a result of the flow of good (i,s) to industry j for use as an intermediate input.  While most of the entries in the sales tax matrices are non-negative, there can be negative entries.  These negative entries are subsidies.
	Unlike production taxes and import duties (both of which are included in the basic prices of commodities), sales taxes can be levied at different rates on different users.  Consequently, in a USAGE database, the ratio of TAX1(i,s,j) to BAS1(i,s,j), for example, may differ from the ratio of TAX3(i,s) to BAS3(i,s).  There may also be differences in the sales tax rates implied by the database on flows of (i,"dom") and (i,"imp") to the same users.  Such differences can arise from differences in the sub-commodities making up (i,"dom") and (i,"imp").  
	Payments by industries for M occupational groups are recorded in Figure 4.1 in the matrix LABOCCIND.  In applications of USAGE concerned with demand for labor by occupation, M can be as high as 750.
	The vector CAPITAL shows payments by industries for use of fixed capital and land.  The vector OTHCOST records other costs incurred by industries e.g. the costs of holding inventories.  The vector TAX0 shows collections of taxes on production. 
	The final two data items in Figure 4.1 are TARIFF and MAKE. TARIFF is a C1 vector showing tariff revenue by imported commodity.  The joint-product matrix, MAKE, has dimensions CI. Its typical component is the output (valued in basic prices) of commodity c by industry i.
	Together, the absorption and joint-production matrices satisfy two balance conditions.  First, the column sums of MAKE, which are values of industry outputs, are identical to the values of industry inputs.  Hence, the jth column sum of MAKE equals the jth column sum of BAS1, MAR1, TAX1, LABOCCIND, CAPITAL, OTHCOST and TAX0.
	Second, the row sums of MAKE, which are basic values of outputs of domestic commodities, are identical to basic values of demands for domestic commodities.  If i is a non-margin commodity, then the ith row sum of MAKE is equal to the sum across the (i,"dom")-rows of BAS1 to BAS6.  If i is a margin commodity, then the ith row sum of MAKE is equal to the direct uses of domestic commodity i, i.e., the sum across the (i,"dom")-rows of BAS1 to BAS6, plus the margins use of commodity i.  The margins use of i is the sum of the components in the (c,s,i)-rows of MAR1 to MAR6 for all commodities c and both sources s.
	An implication of the two balance conditions (reflecting the equality between the sum of the column sums and the sum of the row sums of MAKE) is that the total value of inputs to domestic production equals the total value of demands for domestic products:
Sum(BAS1) + Sum(MAR1) + Sum(TAX1) + Sum(LABOCCIND) + Sum(CAPITAL) + 
	Sum(OTHCOST) + Sum(TAX0) 
	= Sum(BAS1)+Sum(BAS2)+Sum(BAS3)
	+ Sum(BAS4)+Sum(BAS5)+Sum(BAS6)
	+ Sum(MAR1)+Sum(MAR2)+Sum(MAR3)+Sum(MAR4)
	+ Sum(MAR5)+Sum(MAR6)
	- [Sum( BAS1(imp)) + Sum(BAS2(imp)) + Sum(BAS3(imp)) 
	+ Sum(BAS4(imp)) + Sum(BAS5(imp)) + Sum(BAS6(imp))]  	(4.1)
where
	Sum(X) is the sum of all the components in the matrix X; and BAS(imp) is the matrix formed by the imports rows (s="imp") of BAS, =1,...,6.
	From here we can show that a USAGE input-output database satisfies the national income identity: GDP from the income side equals GDP from the expenditure side.  The identity is established by canceling Sum(BAS1) and Sum(MAR1) from the two sides of (4.1) and by adding Sum(TARIFF) and Sum(TAX), =2,...6, giving
Sum(LABOCCIND) + Sum(CAPITAL) + Sum(OTHCOST)

	+ Sum(TAX0) + Sum(TARIFF)+  
	=   Sum(BAS2) + Sum(MAR2) + Sum (TAX2)
	 +  Sum(BAS3) + Sum(MAR3) + Sum(TAX3)
	 +  Sum(BAS4) + Sum(MAR4) + Sum(TAX4)
	 +  Sum(BAS5) + Sum(MAR5) + Sum(TAX5) 
	 +  Sum(BAS6) + Sum(MAR6) + Sum(TAX6)

	-  [    -  Sum(TARIFF)]  .	(4.2)
The LHS of (4.2) is the income measure of the GDP, i.e., returns to factors plus indirect taxes.  The RHS of (4.2) is the expenditure measure of GDP, i.e., expenditure on investment plus expenditure on consumption plus expenditure on exports (f.o.b.) plus public expenditure plus inventory accumulation minus imports (c.i.f.). 


5.  Getting from Figures 3.1 & 3.2 to Figure 4.1: valuation and treatment of indirect taxes
To go from the BEA data in Figures 3.1 & 3.2 to the data in Figure 4.1 required for a USAGE model, we need to change the treatments in the BEA tables of: valuation and indirect taxes; imports; investment; government expenditures; tourism and other special industries; and value added.  This section is concerned with valuation and indirect taxes.  The other issues are considered in subsequent sections.    
As mentioned earlier, all commodity flows in the BEA data and therefore in Figures 3.1 & 3.2 are valued at producer prices, that is basic values (prices accruing to producers for domestic commodities and landed-duty-paid for imports) plus sales and excise taxes. 
	In tables at producer prices, the indirect tax entry for industry j normally represents taxes paid on sales of industry j’s products together with production taxes paid by j and taxes on j’s use of primary factors (e.g. payroll taxes and land taxes).  Hence we might expect to find large entries in the columns for the industries producing heavily taxed commodities such as tobacco products, alcohol and gasoline.  Instead, the most significant tax entries in the BEA tables are for Wholesale trade and Retail trade.  The BEA tables record taxes in the column of the industry that collects the taxes.  Most indirect taxes are collected by wholesalers and retailers.  
	The kth entry in the row for margin commodity m in a producer-price table normally represents margin m associated with the delivery of all commodities to user k (an industry or final demander).  Direct uses of margin m and sales taxes on margin m also appear in the row for margin m.  In the BEA tables, entries in the wholesale and retail rows are inflated by sales taxes that are collected by the wholesale and retail industries but are not associated with sales of wholesale and retail services.     
	The practice of allocating sales taxes to the collecting industry is unsatisfactory for CGE modeling.  It leaves us with no way of knowing what average tax rate applies to an individual commodity, let alone whether the same tax rate applies to all sales of that commodity.  It also disguises the amount of genuine wholesale and retail margin activity associated with input flows to user k, and certainly doesn’t allow identification of margin use associated with flows of individual commodities to k.  
	As described in Dixon and Rimmer (2001), in creating the original 500-sector version of USAGE, we used detailed unpublished data supplied by BEA to reallocate indirect taxes to the sales on which they were incurred.  For the present project these detailed data are unavailable.  At this stage, we have not modified the BEA treatment of either indirect taxes or the valuation of commodity flows.  The BAS1 to BAS6 matrices in the preliminary version of USAGE 2.0 are treated as though they are basic value flows but in fact they are producer value flows.  The row for margin m in these preliminary BAS1 to BAS6 matrices is treated as though it shows direct uses of margin m valued at basic prices.  However, in reality it shows producer value flows (inflated to an unknown extent by tax collections on other commodities) for both direct and margin uses of m.  Corresponding to these preliminary treatments of valuation and margins, the MAR1 to MAR 6 and TAX1 to TAX6 matrices contain only zeros.   
	In future work we plan to move to a satisfactory treatment of valuation, margins and indirect taxes by using shares derived from our earlier work on the full scale USAGE model.  
6.  Getting from Figures 3.1 & 3.2 to Figure 4.1: imports
The BEA input-output tables adopt indirect allocation of imports.  Consequently, in the commodity flows in Figure 3.1 competing imports are aggregated with output from domestic producers.  For most commodities, imports aggregated across user and valued at producer prices [which for the BEA tables are landed-duty-paid prices, see page M-26 of BEA (1998)] are shown as a negative entry in a single column.  With indirect allocation of imports the BEA tables give no disaggregation of imports by using industry or final demander.  Such a disaggregation is required for a USAGE database, see Figure 4.1.  
	Curiously, the BEA negative import column for each year contains a few positive values.  These positive values arise from a BEA accounting convention: the BEA want the import column to sum to the negative of the cost of imports to the U.S. (the negative of what the U.S. needs to pay foreigners for imports).  This cost value differs from the landed-duty-paid value in two ways: (a) tariff collection by the U.S. government and (b) U.S. transport and insurance services used in facilitating import flows from foreign ports to U.S. ports.  Both (a) and (b) are part of the landed-duty-paid value of imports but not part of the cost to the U.S. of imports.  To achieve their accounting objective the BEA enter (1) a positive number representing tariff collections in the Wholesale row of the negative import column[footnoteRef:4] and (2) record transport and insurance imports net of the value of these services provided outside the U.S. by U.S. firms facilitating imports.  Under (2), imports of transport and insurance services will appear as positives in the BEA input-output tables if the U.S.-provided margin services outside the U.S. on U.S. imports exceed the value of direct imports of these services.  For example, the BEA tables show positive entries on imports of water transport because U.S.-provided water transport services outside the U.S. facilitating imports exceeds the value of foreign cruises and other direct uses of foreign-provided water transport by U.S. residents.   [4:  There are no genuine imports of Wholesale trade.] 

	To help us move to a USAGE treatment of imports, the BEA provided an unpublished 804 by 78 imports matrix valued in landed-duty-paid prices.  The 804 rows refer to flows of 67 commodities for each of the 12 year, 1998 to 2009.  The 78 columns refer to 65 industries plus the 12 categories of final demand in Figure 3.1[footnoteRef:5] plus a total column.   [5:   This excludes the import column and includes a column of zero for exports.] 

	For all but 6 commodities the sum of the entries in the year-t imports matrix across users matched the negative of the import entry in the BEA input-output table for year t.  This confirms that apart from the 6 commodities, the import entries in the BEA input-output tables refer to landed-duty-paid values of imports.  Thus, for all but the 6 commodities, the imports matrix provides the disaggregation of imports by user required for a USAGE database (Figure 4.1).  
	The 6 commodities for which the landed-duty-paid values in the imports matrix for year t do not match the year-t entries in the BEA input-output table for year t are: Water transport, Air Transport, Other transport services, Insurance, Other mining and Wholesale trade.  
	The discrepancies between the import matrices and the BEA input-output tables for the first 4 of these commodities represent U.S.-provided margin services on U.S. imports.  In creating the USAGE database (Figure 4.1) we treated the entries for these 4 commodities in the import matrices as genuine imports and the discrepancies (the differences between the BEA input-output entry and the row total from the import matrices) as exports.  For example, the Water transport entry in the negative import column of the 1998 input-output matrix is +$5,517 million.  The row sum in the import matrix for Water transport is $399 million.  We interpret this as meaning that there were $5,916 million ( = 5517 + 399) of Water transport services provided by U.S. firms to facilitate U.S. imports in 1998 and that were $399 million of genuine direct imports of Water transport services (e.g. cruises on foreign ships undertaken by U.S. residents.  We interpret the $5,916 million as exports because these services have the characteristics of exports: they were provided outside the U.S. in competition with foreign suppliers.  
	The easiest way to explain the story for Other mining is via an example.  In 1998 the import entry in the negative import column of the BEA input-output table is -$520 million, while the sum across users in the imports matrix is $3330 million.  The discrepancy reflects the BEA treatment of trade in Gold (part of Other mining).  The BEA has a convention of recording net imports of gold (never imports and exports separately).  They estimate net imports of Gold as fabricated demand (e.g. inputs to jewelry and industrial use) less output from U.S. mines.  In most years (including all the years from 1998 to 2009) net imports calculated this way are negative, that is there were net exports.  We interpret the numbers for 1998 as meaning that net imports of Gold in 1998 were -$2810 million.  In our USAGE database we treat this as an export of Gold of $2,810 million.  The $3,330 million in the import matrix is then treated as genuine imports of Other mining products such as nickel.   
	In the case of Wholesale trade, the imports matrix has zero entries.  As mentioned earlier, there are no genuine imports of Wholesale trade.  The positive entries in the negative import column of the input-output tables represent tariff collections.  These collections are also part of taxes paid by the Wholesale industry (the BEA records tariffs as if they are paid by the wholesale industry).  In creating the USAGE database, we zeroed out the Wholesale entries in the negative imports columns of the BEA input-output tables and we subtracted these amounts from the tax entries in the Wholesale columns and from the Wholesale diagonal terms in the Make matrices.   Thus we maintained balance in the Use matrices and between the Use and Make matrices.  Finally, we took the tariff collections for year t into the year-t tariff vector in Figure 4.1 and disaggregated them to the commodity level using data supplied by the USITC.   
7.  Getting from Figures 3.1 & 3.2 to Figure 4.1: private investment
The investment column in Figure 3.1 shows  private investment expenditure by commodity.  For USAGE we need to give these expenditures an industry and source (domestic/import) dimension.  
	Relying mainly on data from BEA’s fixed asset accounts, we developed matrices which show investment expenditure on each commodity by private industries, that is all industries except Federal general government, State and local general government, Federal government enterprises and State and local government enterprises.  The details of how these private investment matrices were developed will be provided in a later version of this paper.  
	To give the private investment matrix a source dimension, we assumed that if 10 per cent of private investment expenditure on commodity c is on the imported variety, then in each industry 10 per cent of investment expenditure on c is on the imported variety.  These import shares were available from the work described in section 5.  
	In the BEA tables, investment expenditure by Federal government enterprises and State and local government enterprises are embedded in the final demand columns for government activities.  We assume that they are in the 2 columns for Federal government investment non-defense and State and local government investment other.  In work to be documented in a later version of this paper, we extracted these government enterprise investment expenditures from these 2 columns and relocated them to the relevant investment columns in the BAS2 matrix.  Federal general government and State and local general government are dealt with in the next section.  
8.  Getting from Figures 3.1 & 3.2 to Figure 4.1: government activities
As indicated in Figure 3.1, the BEA input-output tables contain 8 final demand columns for government: Federal government consumption defense, Federal government investment defense, Federal government consumption non-defense, Federal government investment non-defense, State and local government consumption education, State and local government investment education, State and local government consumption other, and State and local government investment other.  At the same time the BEA input-output tables contain two government industries: Federal general government and State and local general government.  
	For our USAGE database we decided to have 4 new government industries/commodities: Federal government defense, Federal government non-defense, State and local government education, and State and local government other.  Initially we expected to use the public consumption columns in the BEA tables as the basis for the current inputs (BAS1) to our 4 new government industries and the public investment columns in the BEA tables as the basis for investment purchasers (BAS2) by our 4 new government industries.  Thus, we relocated the 8 public sector final demand columns to expanded BAS1 and BAS2 matrices and formed a single government final demand column into which all of the outputs of the 4 new government industries were sold.[footnoteRef:6]  The advantage of this treatment over the BEA treatment is that it allows us in modeling to automatically link investment expenditures in State and local government education, for example, with demand for State and local government education services.   [6:   The relocation was done after the extraction of government enterprise investment expenditures from the columns for Federal government non-defense and State and local government investment other.  ] 

	The public-sector investment data in the BEA tables gives a detailed breakdown by commodity and thus provides an adequate representation of investment expenditures by our four new public-sector industries.  However, public-sector consumption data in the BEA tables shows only one item per activity.  The only input to Federal government consumption defense and Federal government consumption non-defense is Federal general government, and the only input to State and local government consumption education and State and local government consumption other is State and local general government.  Thus, at this stage the BAS1 structure for our 4 new government industries was not very informative.  The situation with regard to federal government activities is illustrated in Figure 8.1.  A similar diagram could be drawn for state and local government activities and everything we say below about the treatment of federal government commodities/industries applies symmetrically to state and local government commodities/industries.
	As indicated in Figure 8.1, the BEA tables give a detailed input structure for the Federal general government industry.  We decided to use this as the starting point for providing input detail for the Federal government defense and Federal government non-defense industries.  One possibility was to split the numbers in the Federal general government column between Federal government defense and Federal government non-defense in proportion to the sales of Federal general government to these industries.[footnoteRef:7]  However, we can do better than this.   [7:   If this was all we could do, it would be a pointless exercise: the simulated effects on the economy of $1 increase in expenditure on Federal government defense would be the same as those for a $1 increase in expenditure on Federal government non-defense whether or not we bothered to reallocate Federal general government expenditures to the 2 industries or left the situation as depicted in Figure 8.1.  ] 

	Data on value added for the two government industries are available from National Income and Product Account (NIPA) table 3.11.5.[footnoteRef:8]  These data are consistent with the value added data for Federal general government in the BEA input-output tables: that is they provide a legitimate disaggregation of the input-output data allowing us to reallocate the value added entries for Federal general government to Federal government defense and Federal government non-defense.   [8:   Similar data for our two state and local government industries are in NIPA table 6.2.] 

Figure 8.1.  Partial representation of BAS1 and value added:Federal government activities
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	Data for the intermediate input structure for Federal government defense and Federal government non-defense are available from a 500-sector version of USAGE built by the USITC around the 1997 BEA Benchmark input-output table.  We mapped the 500-commodity information to the 67-order input-output classification. Then at the 67 level we calculated purchasers of each commodity by Federal government defense and Federal government non-defense as a share of the combined purchases of the commodity by the two industries.  These 1997 shares were then used to distribute the commodity input purchases by Federal general government to Federal government defense and Federal government non-defense.  Next we zeroed out the column for Federal general government and the purchasers of the commodity Federal general government by Federal government defense and Federal government non-defense.  
	At this stage the Federal general government commodity and industry have been eliminated from the Use matrices.  They have been replaced by 2 industries and 2 corresponding commodities.  The output of each of the 2 new industries is sold as the corresponding commodity to the single column of government final demand.  The total sales of all other commodities (and the total outputs of all other industries) are unchanged.  The total combined value of inputs to Federal government defense and Federal government non-defense is the same as the combined sales of Federal general government to Federal government consumption defense and Federal government consumption non-defense in the original BEA tables.  However, the total value of inputs to Federal government defense may be inconsistent with the purchases of Federal general government by Federal government consumption defense in the original BEA tables. Similarly, the total value of inputs to Federal government non-defense may be inconsistent with the purchases of Federal general government by Federal government consumption non-defense in the original BEA tables.  To restore this consistency we conducted a RAS on the commodity rows of the 2 new federal government industries.  
	Finally, we adjusted the Make matrices for each year by eliminating the Federal general government row and column and introducing rows and columns for Federal government defense and Federal government non-defense.  
9.  Remaining documentation work
In a future version of this paper we will document our treatment of special industries (mentioned in section 1) and complete the documentation concerning investment by industry (section 7).  The only substantial research (as distinct from documentation) that remains to be completed in the transition from the BEA tables to the USAGE data concerns margins and indirect taxes (discussed in section 5) and various unwanted negatives.  
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