CHAPTER 2

A skeletal version of ORANTI:
Theory, data, computations and results

3. Introduction

In this chapter we try to maximize the accessibility of ORANI by working
through a miniature version. We describe the data base, the theory, the
computational method and an application of MO (Miniature ORANI).
MO leaves out investment, government spending, production taxes and
subsidies, agricultural land and technological change. It recognizes only one
type of labour and only two industries. It fails to model margins and does not
distinguish between purchasers’ and producers’ prices. It uses a fictitious
data base and overly restrictive specifications of various substitution possi-
bilities. Nevertheless, we feel that MO is a useful model of a model. It
simplifies ORANI while retaining the main ideas intact. In particular, we
hope that MO gives readers a rapid understanding (unencumbered by the
detail of ORANI) of each of the following:

(i) the way in which standard microeconomic theory (cost minimizing,
utility maximizing, etc.) underlies the ORANI structural equations;

(i) ORANTI's use of multiproduct and nested production functions and
nested utility functions;

(iii) the role of input—output data in the estimation of ORANI parameters;

(iv) the computational procedures and the advantages and disadvantages
of linearization in the ORANI context;

(v) the way in which model flexibility is enhanced by allowing variables to
be shuffled between the endogenous and exogenous categories; and

(vi) some of the principal mechanisms explaining ORANI results.

The chapter is organized as follows. First, in section 4 we describe the
input—output data base of MO. Then in section 5 we set out the theoretical
structure. As the theory is developed, we refer back to the input—-output data
to show how the coefficients in each equation are estimated. The complete
numerical representation of MO is contained in table 5.1. In section 6 we
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10 ORANI: A model of the Australian economy

discuss the selection of endogenous and exogenous variables. We argue that
by leaving this selection to model users we increase considerably the range
of problems to which ORANI can be applied. Section 7 works through a
computed solution of MO. The results are interpreted and used to highlight
some of the implications of the model’'s underlying theory. In section 8 we
offer some comments on computational theory, reminding readers of the
costs and benefits of ORANIs use of linear approximations. The final
section contains brief concluding remarks.

Throughout the chapter we relate each part (the data, the theory, the
computations and the results) of MO to the corresponding part of ORANL
Our hope is that the documentation on ORANI, which comprises the bulk
of this book, will provide no mysteries for those who have worked through
MO. In addition, readers who are familiar with MO should have no difficulty
in understanding published results from ORANI. They should, for example,
be in a good position to read ORANI application papers, such as those
referred to in Chapters 7 and 8.

4. The input-output data base

Figure 4.1 sets out schematically the input-output data required for MO.
The data refer to flows in a particular year, the base year for the model.
Matrix A shows the flows of the g domestically produced commodities into
the 4 industries.! B and C are vectors showing domestic commodity flows
to households and exports. D and E refer to flows of imported commodities
to industries and households. —Z is the vector showing the negative of
duty paid on imports. If we add across D, E and —Z we obtain the foreign
currency costs (in $A) of imported commodities. G and H are row vectors
showing payments to labour and rentals on capital in each industry. Jisa
matrix showing the commodity composition of each industry’s output. If
we add down a column of J we obtain the total value of an industry’s output.
This could also be computed by adding down the appropriate column of
A, D, G and H. If we add across a row of J, we obtain the economy’s output
of a particular commodity. Alternatively, we can obtain commodity outputs
by adding across the rows of 4, B and C.

The input-output data base for ORANI includes many more categories

'The matrices and vectors in fig. 4.1 are marked with tildes. A similar convention is used in
describing the input-output data base for ORANI in Chapter 4. The intention is to avoid con-
fusion with the use of the symbols A. B, etc. in the notation appearing elsewhere in the book.



Skeletal version of ORANI 11

Industries Households Exports - Duty Row totals
+——h —— R el B R s eSS (RS
Domestic g A B C Commodity
commodities outputs
Foreign
4 - - ~ currency
Imported g D E -Z cost of
commodities | commodity
imports
Labor 1 (NS Payments to
l labor
Capital 1 H Payments to
l capital
Total Total Total Total
industry household exports duty
outputs consumption
Domestic T - )
commodities g J Commodity
l outputs

Figure 4.1.  Schematic input-output data base for MO.

of flows than are shown in fig. 4.1. Fig. 4.1 simplifies the ORANI data base
by excluding commodity flows to investment and to government. Fig. 4.1
also omits any explicit representation of demands for commodities (or
services) to be used as margins, e.g. transport, wholesale and retail trade
services. Finally, it shows no disaggregation of labour inputs, no land inputs
and no miscellaneous “other” inputs. Nevertheless, fig. 4.1 will be adequate
to illustrate the role of input-output data in implementing the ORANI model.

For our illustrative model it will be convenient to assume that #=2 and
g=2.2 Thus, MO will have only two industries and four commodities (two

*In standard runs of ORANI, =113 and g=115.
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domestically produced commodities and two imported). This will allow us to
carry along a numerical example while we explain the MO theory. We will
assume that the input—output data base for MO is as shown in fig. 4.2. The
numbers in fig. 4.2 are to be interpreted as Australian dollar amounts for the
base year, say 1968-69. It is worth pointing out that our data reflect a base-
period balance of trade deficit of $A 1. The foreign currency cost of imports
is 9412=21, while the foreign currency value of exports is 19+ 1=20.
Alternatively, we can calculate the balance of trade deficit as absorption
minus GDP, i.e. household consumption (62) minus factor payments and
duty (55+6).

. Row
Indust H hold -
]1'-1 us r12es ouseholds Exports Duty totals
7
Domestic 10 8 17 19 v 54
commodities 2 15 1 34 1 51
Imported 1 8 ! -1 9
commodities 2 5 2 10 -5 12
Labor 20 20 40
Capital 10 5 / 15
61 44
Domestic 1 15 9 54
commodity
outputs ol 46 35 51
62 20

Figure 4.2, Input-output data base for MO, numerical example

*This is the base year for ORANI.
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5. The theoretical structure

ORANI is a computable general equilibrium model in the Johansen class.
The distinguishing characteristic of a Johansen-type model is that it is
written as a system of linear equations in percentage changes of the variables.*
Rather than writing

Y"'f(Xu X5), (5.1)

where Y is output and X, and X, are inputs, in a Johansen model we use the
linear percentage change form

y—&1x; —&3x,=0, (5.2)

where ¢, is the elasticity of output with respect to inputs of factor i, and y, x,
and x, are percentage changes in ¥, X, and X ,.
In matrix notation, a Johansen model can be represented by

Az=0, (5.3)

where A is a matrix of coefficients and z is the vector of percentage changes
in the model’s variables. For MO, A is a 39 x 52 matrix (see table 5.1), i.e.
MO has 39 equations and 52 variables. Because the 4 matrix is assumed
fixed, (5.3) provides only a local representation of the equations suggested
by economic theory. For example, (5.2) is valid only for “small” changes in
X and X,. This disadvantage must be weighed against the computational
advantages and flexibility of linear models. We return to this issue in section 8
(see also Chapter 5).

The equations of a typical Johansen model can be classified into five
groups:

(i) equations describing household and other final demands for com-
modities;

(i1) equations describing industry demands for primary factors and inter-
mediate inputs;

(iii) pricing equations setting pure profits from all activities to zero;

(iv) market clearing equations for primary factors and commodities; and

(v) miscellaneous definitional equations, e.g. equations defining GDP,
aggregate employment and the consumer price index.

*Examples of Johansen-type models include Johansen (1960), Taylor and Black (1974), Klijn
(1974) and Staelin (1976). Examples of computable general equilibrium models outside the
Johansen class include Shoven and Whalley (1972, 1973, 1974), Dixon (1975, 1978c), Dervis
(1975, 1980), Adelman and Robinson (1978) and Boadway and Treddenick (1978).
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In presenting the theory of MO we will use this five-part classification.
However, one additional set of equations — those describing the commodity
composition of industry outputs — will be required. MO recognizes multi-
product production functions for industries. Therefore, in MO, industries
have output-composition decisions. This aspect of MO will be treated under
heading (ii), i.e. it will be convenient to extend this heading to include the
equations explaining the composition of industry outputs as well as those
explaining the composition of industry inputs.

A note on notation

In describing MO, we will observe the following notational conventions.

(1) The percentage change in any variable V' will be represented by v, i.e.
v=(dV/V)100.

(i1) X 5); will denote the demand by user j for input i of type s. The possible
values for subscript i are 1, 2 and 3. Where i equals 1 and 2 we refer to com-
modities 1 and 2 and where i is 3 we refer to primary factors. s can take the
values 1 and 2. In the context of commodities, s=1 means domestic while
s=2 means imported. Thus, the subscript (12) indicates imported good 1.
The subscript (21) indicates domestically produced good 2, etc. In the context
of primary factors (i=3), s=1 means labour while s=2 means capital. The
subscript (32), for example, should be read as primary factor type 2, ie.
capital. The subscript j has four possible values: j equals 1 and 2 refer to
industries | and 2, j=3 refers to households, while j=4 refers to exports. A
few examples should clarify matters:

X 12y =demand for imported good I to be used as an input to industry 1;
X(11)a=export volume for domestically produced good 1;

X 21y3=demand for domestically produced good 2 by households;

X (312 =demand for primary factor type 1, i.e. labour, by industry 2.

Not all possible combinations of subscript values define valid MO variables.
For example, readers will not find X ;,)4, X(31)3 or X(31)4 appearing in MO.
This is because we assume that imported commodities are not simply re-
exported, we assume that households do not use primary factors and we
assume that primary factors are not exported.

(i) Commodity outputs from our two industries will be denoted by
Y1), where both i and j can take the values 1 and 2. Thus, Y[, ), is the output
of domestically produced good 1 by industry 2. Naturally, our industries
can only produce domestic commodities. The symbol Y|, ,,; has no meaning
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in MO. Consequently, we could delete the “type’ subscript on the ¥’s. We
prefer to retain it, however, so that the subscript (is) immediately indicates
good or factor i of type s. If this subscript is appended to an X, we are defining
a demand. If it is appended to a Y, we are defining a production level. If it
is appended to a P, we are defining a price.

The notation used for MO is suggestive of, although not precisely the
same as, that used for ORANI. Since ORANI identifies many more variables
and parameters than does MO, the number of symbols required and the
number of subscripts and superscripts carried on many of the symbols are
much greater in ORANI. The number of available symbols is limited and
we have been unable to avoid some overlap in the use of symbols in MO
and ORANI. The notation used in this chapter, therefore, must be carefully
distinguished by the reader from the notation used in the rest of the book.

5.1.  Household and other final demands

5.1.1. Household demands

We explain household demands via utility maximizing. For our illustrative
model, MO, we will assume that the utility function takes the nested form

X1
U =min {ﬁ-’:, Z‘ﬁﬁ} (5.4)
(13 Az
where
Xip= X3 Xogs =12, (5.5)

and the A’s and os are positive parameters with i1y + %23 =1, for i equals
I and 2. The specification (5.4)«5.5) implies that consumers derive utility
from “effective” units of goods 1 and 2, where an effective unit of good i is an
aggregation of commodities (i1) and (i2), i.e. an effective unit of good i is an
aggregation of units of domestically produced good i and units of imported
good i.° The aggregation is defined by eq. (5.5). In the particular case set out
here, the household sector is assumed to behave as if effective units of goods
I and 2 are nonsubstitutes, i.e. (5.4) has the Leontief form. On the other
hand, units of imported and domestic commodity i substitute for each other

*The idea of using nested utility functions to handle substitution possibilities between domestic
and imported commodities is found in Armington (1969, 1970). See also Artus and Rhomberg
(1973), Dixon (1976b) and Dervis (1980).
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(with unitary elasticity) in the creation of effective units good i, i.e. (5.5) has
the Cobb-Douglas form. Of course, (5.4) and (5.5) can take more empirically
relevant forms. The equations corresponding to these in ORANI have,
respectively, nested additive and CES forms.® Egs. (5.4) and (5.5) are adequate,
however, for illustrative purposes.

The next step is to introduce the household budget constraint

2 2

Z Z PigXis93=C, (5.6)
i=1s=1
where P is the price in the domestic market for commodity (is), and C is
the household sector’s aggregate expenditure level. Notice that the prices
(Pusy, i,5=1,2) carry no user subscript. In this illustrative model we will
abstract from complications caused by the distinction between purchasers’
and producers’ prices. This distinction (caused by transport, sales taxes and
other margins costs) is not of great theoretical interest. On the other hand,
it is of practical importance and receives detailed treatment in the ORANI
model (see sections 17, 18 and 28).
On maximizing (5.4) subject to (5.5) and (5.6) we can derive the household
demand functions. It is rather laborious to obtain their explicit forms and it
will be sufficient to denote them by

Xis3= X is3(P, C), i,s=1,2, (5.7)

where P is the vector of commodity prices.
In linear percentage change form, (5.7) becomes

2 2
X(is)3 = E(is)C T 21 Zl NisanPary — bs=12, (5.8)

a=1 r=
where ¢, is the expenditure’ elasticity of demand for good i of type s. For
example, ) is the expenditure elasticity of demand for imported good 1.
Nsyar 18 the cross price elasticity of demand for good i of type s with respect
to changes in the price of good g of type r. For example, 112y21) 18 the cross

elasticity between imported good 1 and domestic good 2.
With the particular utility specification (5.4)-(5.5), it is clear that

gip=1 foralliands. (5.9)

°The theory underlying the ORANI household demand equations is in section 14. The
estimation of the parameters for the nested additive utility function is described in subsection
29.5. Subsection 29.1 describes the estimation of the substitution elasticities between imported
and domestic commodities.
. C is the household expenditure level. Therefore, the &'s are expenditure elasticities, not
income elasticities.
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The utility function is homothetic (in fact it is homogeneous of degree 1)
and therefore, in the absence of price changes, a | percent increase total
expenditure will be allocated as a | percent increase in expenditure on each
commodity.
For the price elasticities, we have the well-known Hicks-Slutsky partition—
total effect equals income effect plus substitution effect, i.e.
Niisyarn = —E(is)Sgn3 T Niisyar)» i,s,q,r=1,2, (5.10)

where S,3 is the share of the total household budget devoted to com-
modity (qr) and 75 1 the compensated cross elasticity of demand for (is)
with respect to changes in price (gr). With utility held constant, (5.4) implies
that changes in the prices of domestic or imported good 1 will not affect the
demands for domestic or imported good 2, and vice versa. Hence,

ﬁ(is)(qr) =0 if l#: q.

On the other hand, with utility held constant at U say, X ;)3 and X 5,3 will
be chosen to minimize

2
Z P(iS)X(iS)3
s=1

subject to (5.11)

2
I_I X’I“m = A(,’.)3U.
s=1

(is)3

The first-order conditions for a solution of this problem are
PigX g3 *'/\O(us)a(A(i-n 0)=0~ s=1,2, (5.12)

and
2 —
[T Xfms =AuyU, (5.13)
s=1

where A is the Lagrangian multiplier. Holding utility constant, and lineariz-
ing these first-order conditions, we obtain

Pisy+ X3 =4, s=1.2, (5.14)
and

2

Z} Oliis) 3 X(isy3 = 0. (5.15)
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When we eliminate A, we find that
ﬁ(is)(is): _1+5X(is)37 S= 1,2, (516)
and

Nisyiry = Ol(ir)3 where r#s.

We also note from (5.12) that the o’s are expenditure shares. o3 i the
share of good (is) in the households’ total expenditure on good i. Thus,
from our input-output data base (fig. 4.2) we can compute the compensated
price elasticities:

Tayan=—1+17/18= —0.06; M2nen= —1+34/44=—-023,

ﬁ(ll)(12)= 1/18=006, ﬁ(Zl)(ZZ)z 10/44=023,
ﬁ(lZ)(lZ): - 1 + 1/18= —094, ﬁ(zz)(22)= - 1 + 10/44= —077,
ﬁ(lZ)(l 1)= 17/18=094, ﬁ(zz)(21)=34/44=0.77.

Now we combine these calculations with formulae (5.9) and (5.10) to obtain
the uncompensated elasticities. For example,

r’(l HIH= _8(11)8(11)3+ﬁ(11)(11)
=—1x17/62-0.06
= —0.33.
Readers who are interested in following the arithmetical example further
can read the elasticities from the first four rows of table 5.1. These rows
display the household demand equations (5.8) in their computational form,

given the utility maximizing model (5.4)~(5.6) and the data base shown in
fig. 4.2. For example, row 1 in table 5.1 should be read as

l.OOXU 1)3 — 1.006+0.33p(11)——0.04p(12)+0.55p(21)+0.16p(22)=0,

ie.

2 2
X(11)3=¢&11)C+ Z Z N1 1)gr)Par)

qg=1r=1
where
Tanan=—033: Naa2=0.04; Nanen= —0.55,
Nanez=—0.16 and ¢;q=1
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5.1.2. Exports

We write the export demand functions as
Pﬁ1)=X171y)i4F<i1)4> i=1,2, (5.18)

where Pf;, is the foreign-currency price of domestic good i, X ), is the
export volume, y; is a positive parameter (the reciprocal of the foreign
elasticity of demand) and F 1)+ 1s @ “shift” variable. For example, if there is
an increase in foreign demand, i.e. an upward movement in the demand
curve, then F ), increases.

In linear percentage change form (5.18) becomes

Py = —viXina +fir)as i=1,2, (5.19)

In table 5.1, (5.19) is shown in its computational form in rows 5 and 6. The
values chosen for y, and 7, are 0.50 and 0.05, respectively, i.e. the foreign
elasticity of demand for good 1 is 2.0 while that for good 2 is 20.0. Values
such as these are typical of the ORANI data base (see subsection 29.6).

5.2. Industry inputs and outputs

We imagine that industry production functions can be expressed as
G(Yany, Yon)=2;, j=12, (5.20)
and
HiXanp Xanp Xovp Xoop Xens Xan)=Z;,  j=12, (521
or more compactly as
G(Y)=2,
and
H{(X)=2Z;

where Y/ is the vector of outputs of industry j and X7 is the vector of inputs.
Z; is a variable reflecting industry j’s overall capacity to produce.

Industry j is viewed as buying a production possibilities frontier. More
inputs yield a higher Z; and a higher Z; corresponds to an expanded pro-
duction possibilities set (see fig. 5.1).

Notice that under (5.20}5.21) inputs are regarded as nonspecific to
products. Inputs merely generate a general capacity to produce which can
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Y
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Gj(Y) Z
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NI

Yiz;

Figure 5.1.  Production possibilities frontiers

be used to produce a variety of products. For example, one can think of
labour, tractors and fertilizer as being general farm inputs which allow the
production of various combinations of wheat, wool, cattle, etc. In ORANI
the use of multiproduct production functions is, in fact, confined to four
agricultural industries (subsection 28.2.1 and table 28.1). The remaining 109
industries have single-output production functions, i.e. for these industries

Gi(Y)=Y1)js

where r is the commodity produced by industry j.
For our illustrative model, we will assume that the product transformation
frontiers (5.20) have the form

(Y3 1B+ Y(%l)jﬁ(Zl)j)l/ZZZja j=12, (5.22)

where By, and B21); are positive parameters. Under (5.22), the product
transformation frontier is a quarter elipse. In our applied work on Australian
agriculture we used the more general CRETH function to specify product
transformation possibilities (see subsection 11.2). For our present purposes
an advantage of (5.22) is that it implies comparatively straightforward supply
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relations.® We generate the supply relations for industry j by considering
the problem of choosing ¥(;,); and Y,,;,; to maximize

PanYani+Poy Yo

subject to (5.22).
The first-order conditions for this problem are

Piyy—AZ7 By Y =0, i=1,2, (5.24)
and
(Y;%I)J'B(ll)j'*_ Y(%.l)jﬁ(Zl)j)l/zzzjv (5-25)

where A is the Lagrangian multiplier. In linear percentage change form we
have

Pan=A—2z;+ Y1) i=1,2, (5.26)
and

YanRanj+yenReni=zj (5:27)
where

R(il)j: Y(izl)jﬁ(il)j/(Y(%l)jﬁ(ll)j+ Y(%l)jﬂ(Zl)j)~

From (5.24) we see that the R;,/s are revenue shares, i.e.

R{il)j:P(il)Y(il)j/(P(l1)Y(11)j+P(21)Y(21)j)» i=1,2. (5-28)
Next we eliminate 4 from (5.26)-(5.27) to obtain the supply relations
2
Y<i1>j=zj+<l7n‘1)‘ ) R(qx)jl’(ql))s i=1,2. (5.29)
g=1

Equation (5.29) says that, in the absence of price changes, the output of
good (il) by industry j will expand with the overall level of activity, Z;, in
industry j. However, if the price of good (il) increases relative to the appro-
priately weighted average of prices P(;;, and Py, then industry j’s output
of good (il) will increase more quickly than Z;, i.e. industry j will transform
its product mix in favour of good (i1). With the particular equation (5.29),
the elasticity of transformation between goods (11) and (21) in industry j
is unity. Under the more general CRET H specification for the transforma-

¥That is, equations of the form

Yini= Yan Py Piany. Z5), ij=12. (5.23)
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tion frontier, the elasticities of transformation between pairs of products are
left as free parameters to be empirically determined (see subsection 29.4).
The computational form of (5.29) is showg in table 5.1, rows 7-10. The
R,1,;'s are computed as column shares in the J matrix (fig. 4.1). For example,
with the data in fig. 4.2, we have R, =45/(45+16)=0.74.
On the input side we assume that H; has the form

. (X X X(a-)j>
min > , 74«, ——— :Z'., (530)
(Au-)j Ayj Ay !

where X ;.,;and X ,.); are Cobb-Douglas combinations of inputs of goods 1
and 2 from domestic and foreign sources and X .; is a Cobb-Douglas
combination of primary factor inputs, labour and capital. More specifically,

Xans=Xeiy Xy, =123, (5.31)

(i2)j°

where the o’s are positive parameters summing to unity in each equation.’
Under (5.30) no substitution is allowed between primary factors and inter-
mediate inputs or between intermediate inputs of goods 1 and 2. On the other
hand, domestically produced and imported inputs of each good i substitute
with unitary elasticity [see (5.31)]. Similarly, labour and capital can be
substituted. Although the theory of ORANI allows for considerably more
general specifications of H; (see subsection 11.1), in practice (5.30)+5.31) is
quite close to what is actually implemented. For example, in the case of
labour—capital substitution, our empirical work does not support the
generalization of the Cobb-Douglas form (5.31) to anything beyond CES
(see subsection 29.2).

By assuming cost-minimizing behaviour, i.e. by assuming that industry j
chooses X 5, i=1,2,3 and s= 1,2, to minimize

2 2
Z Z PigX(i9j+ PianyX 31)jt P32)iX 32y

i=1s=1
subject to (5.30)(5.31), we can obtain input demand functions of the form
Xisj=XisiP, P31y, P3oyjn Z)), i=1,23, s=1,2, (5.32)

where P is [as in (5.7)] the vector of commodity prices, P, is the price of
labour and P3,); is the rental on the use of a unit of capital in industry ;.
Notice that we have no j subscript on the wage rate, P3,,, while we do include
a j subscript on the rental on capital. This is consistent with the assumption
commonly made in ORANI computations that labour is mobile between

“For definitions of the X ,,/'s, see the notes on notation at the beginning of this section.
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industries, but that capital is immobile. In other words, capital is industry-
specific and labour is not. Thus, labour will have an economy-wide price,
while the rental value of any unit of capital will reflect conditions in the
specific using industry.

Under the particular specification (5.30)-(5.31), the linear percentage
change forms for the input demand functions for industry j are

2
Kis)j = 2j— <Pus> - Z “unjpu.-)) ) is=1,2,
r=1
X31j=2j— P31 —(®z1pa1)+ %(32)iP(32))) )» (5.33)

and

X(32)j=2;= [P32)j = (%31)iP(31)+ %32),P32)))-

These equations are derived by considering problems similar to (5.11), where
the 3’s are replaced by j’s and the right-hand sides of the constraints become
Ai;Z; rather than A3 U. The o’s are again interpretable as shares. For
example, a;,); is the share of commodity (is) in industry j’s total expenditure
on good i. Thus, from our input-output data (fig. 4.2) we can compute

0((11,1:10/11; a(21)1=15/20, etc.

Rows 11-22 of table 5.1 display the computational versions of the input
demand functions for MO. Rows 11-16 cover the demands by industry 1
while rows 17-22 refer to demands by industry 2. For each industry the
demand equations are listed in the order (11), (12), (21), (22), (31), (32).

5.3, Zero pure profits for all activities

The activities recognized in our illustrative model are production, exporting
and importing. The zero-pure-profits condition for production implies that

PunYani+PoenYeni=PanXenit Pie2iXaa);

2 2
+ 3 Y PigXugp j=12, (5.34)
i=1s=1
i.e. revenue in industry j equals costs in the industry. It should be emphasized
that such an equation does not rule out profits. It does rule out pure profits,
i.e. profits not accruing to a factor of production. In models incorporating
equations such as (5.34), variations in profits are simulated by variations in
the P3,);'s. Adverse events in industry j will reduce the profitability of using
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capital in industry j, ie. there will be reductions in the rental value, P3,); ;, of
capital in the industry.

The second set of zero-pure-profit conditions in our illustrative model
equates the revenue from exporting to the relevant costs, i.e.

PV =Py, i=1,2, (5.35)

where Py, is, as in eq. (5.18), the foreign currency price of domestic good i,
@ is the exchange rate ($A/$foreign) and V; is one plus the ad valorem rate of
export subsidy. Thus, on the left of (5.35) we have the $A value, to the exporter,
of exporting a unit of commodity i. On the right we have the cost of doing so,
i.e. the domestic price of a unit of commodity i.

The final set of zero-pure-profit conditions equates the selling prices of
imported commodities to the costs of importing, i.e.

P(iZ)ZP(’l;Z)’T;(Ds i=1’25 (536)

where T; is one plus the ad valorem rate of tariff on imports of good i and
Pf,) is the foreign currency price. *
In linear percentage change form, (5.34) becomes

Z (Piny+ yanRin;= (P<31)+x(31)1)5<31);+(l’(32);+X<32>J)S<32)j

+ Z Z (Piisy + X(i5))S is) > j=12, (5.37)

i=1s=1
where the R;1);'s are revenue shares [defined in (5.28)] and the S,;’s are cost
shares. For example, S, ), is the share in industry 1’s total costs accounted
for by inputs of imported commodity 1. Given the data in fig. 4.2, this share
would have the value 1/61.
Equation (5.37) can be simplified by recalling from (5.27) that

2
z YaniRi=zj, j=12, (5.38)
i=1

and observing from (5.33) that

2
z X(is)j%is)ji = Z js i=1,2,3, j=1,2. (5.39)

On using (5.38) and (5.39) in (5.37) and on noting that
S sy = %is 1S iy o i=1,23, s=1,2, j=1,2, (5.40)

where S;.);, i=1,2, is the share of the j’s total costs represented by inputs of
good i from both domestic and foreign sources and S3.; is the primary factor
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share, we see that (5.37) reduces to

e

PinRi1)i=pia1S:1)i+T D325 32))

I

i=1

2 2
+ 3 Y pusSasp  j=12. (5.41)
i=1s=1

Eq. (5.41) says that for each industry an appropriately weighted average of
the percentage changes in output prices equals an appropriately weighted
average of the percentage changes in input prices. The fact that it has been
possible to eliminate output and input quantities from (5.37) can be traced
back to the assumption of constant returns to scale implied by the production
specification (5.22) and (5.30)-(5.31). Under constant returns to scale unit
costs are independent of the scale of output.
The linear percentage change forms for (5.35) and (5.36) are

p("il)+v,-+d>=p(,-1), i=1,2, (542)
and
Pyttt @ =Dpiz) i=1,2. (5.43)

Intable 5.1 the computational forms for the zero-pure-profit equations (5.41)-
(5.43) are shown in rows 23-28. The coefficients in eq. (5.41) are computed
from the input—output data in fig. 42. For example, the coefficient on p;;,
in row 23 is

45 10

- =— — —=0.57.
R(ll)l S(ll)l 61 61 57
The coefficient on P, in row 24 is
8
) =——=-0.18.
(12)2 44

54. Market clearing for commodities and factors
For our two domestically produced commodities we have
4
Yini + Yanz= 2. Xing i=1,2, (5.44)
i=1

i.e. the supply of domestic good i equals intermediate demand plus household
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demand plus export demand. In linear percentage change form (5.44) is
written as

2 4
Z ViniQin;= Z X)W i) i=1,2, (545)
j=1 i=1

where the (s are industry market shares for each commodity and the W °’s
are shares of intermediate, household and export demand in aggregate
commodity demands. For example, using the data in fig. 4.2, we have

Oy =45/54; Qu1)2=9/54,
W11 =10/54; Wi1)3=17/54, etc.

The computational form for (5.45) is shown in rows 29 and 30 of table 5.1.
The market-clearing equations for primary factors are

X+ XaEn=L, (5.46)
and
Xi32=Kj, j=12, (5.47)

where L is the aggregate level of employment and X34y, and X3, are
labour demands in industries 1 and 2. Thus, (5.46) amounts to saying that
employment demands are satisfied, i.e. aggregate employment, L, is the sum
of labour demands in each industry. Eq. (5.46) does not, of course, impose
the full employment assumption on our model. Although we could set L
exogenously at the full employment level, an obvious alternative would be
to set the wage rate, P(3;), exogenously and to let the model determine L.
Under this latter specification our assumption would be that the labour
market is slack, i.e. labour supply constraints play no role in determining
actual employment.

In eq. (5.47) K; is the employment of capital in industry j. For short-run
applications one would normally set K; exogenously to reflect the current
availability of capital in industry j.'° Thus, one would impose the assumption
that capital stocks are fully employed. This does not exclude the phenomenon
of excess capacity. Excess capacity can be interpreted as a situation in which
capital stocks are being operated with less labour than was planned when
those capital stocks were created. Events unfavourable from the point of view
of industry j will decrease X 3,);/K; but will not invalidate (5.47).

An important difference between eqs. (5.46) and (5.47) is that labour

) "%Since MO omits investment, it is perhaps difficult to imagine an application where the
K s are endogenous. We consider this point in section 6.
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demands are added across industries, whereas for capital there is a separate
market clearing equation for each industry. This reflects the assumption
that, even in the short run, labour is mobile across industries whereas capital,
once installed in an industry, is immobile. These assumptions are maintained
in short-run ORANI simulations. In ORANI, however, there are nine types
of labour rather than one. Consequently, there are nine equations of the

form (5.46).
In linear percentage change form the market-clearing equations for

primary factors are

XanitWiain +Xan2W G2 =¢

and (5.48)
Xaz;=k;,  J=12,

where W 31,; and W3y, are the shares of total employment accounted for

by industries 1 and 2. Because we assume that the wage rate is uniform across

industries, it follows that employment is proportional to wage payments.
Therefore, W31y, and W 3, can be computed from fig. 4.2 as

W(31)1:20/4O and W(31)2:20/40‘

The computational forms for (5.48) appear in rows 31-33 of table 5.1.

5.5.  Other useful equations

ORANI contains many miscellaneous equations which are included simply
to facilitate applications. Some of these define summary variables, e.g. the
consumer price index, GDP and the balance of trade. Other equations allow
for institutional factors, e.g. wage indexation. For our illustrative model, we
will append six examples:

2

M= Py Xz + X2z + Xi2)3), (5.49)
i=1
2

E= 3} PiXna (5.50)
i=1

B=E-M, (5.51)
2 2

CPI:AH 1_[ P»(s,.(si)s)37 (5.52)
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P(31)=(CPI)hF(31>~ (5.53)
and
Cr=C/CPI (5.54)

Equations (5.49)+5.51) define the foreign currency values of imports (M),
exports (E) and the balance of trade (B). Eq. (5.52) defines the consumer price
index. The S;3’s are the weights. They are defined as in (5.10), i.e. S5 is the
share of the total household budget devoted to commodity (is). Eq. (5.53)
allows for wage indexation. For example, if the parameter / is set at unity
and the wage-shift variable F 3, is held constant, then wages will move with
the CPI, i.e. we will be simulating a situation of 100 percent wage indexation.
Exogenous shifts in real wages can be introduced via changes in F3,, and
partial wage indexation can be handled by setting 4 at less than one. The
final equation, (5.54), defines real household expenditure, Cy.

In linear percentage change form (5.49) is written as

2
m= ‘21 N i2)pliz) + X121 W ii2)1 + X(i2)2W i2)2 + Xi2)3W 1i23)s (5.55)

where N i, is the share of commodity (i2) in total imports. The data in fig. 4.2
imply that

N(12)=9/(9+12) and N(22)=12/(9+12)

The W ;3);’s are the shares of imports of good (i2) going to industries and
households. From the data in fig. 4.2 we have

W(l2)1=1/(1+8+1)7 W(12)2=8/10, etc.
The linear percentage change form for (5.50) is
2
e= 3. Nan(pkn+Xi1a), (5.56)
i=1

where N, is the share of commodity (i1) in total exports. From fig. 4.2 we
have !

N(11)=19/20 and N(21)=1/20.

In the case of the balance of trade equation, (5.51), a strict linear percentage
change form is inappropriate. The problem is that B may move through
zero and so the percentage change in B may become undefined. In our

""We assume that there are no export subsidies in the base period. Therefore, the export
column in fig. 4.2 reflects foreign currency values.
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computations we use the variable AB, the change (not the percentage change)
in the balance of trade. Thus, we rewrite (5.51) as

1
(T 57
AB=(Ee—Mm) 100" (5.57)

where E and M are the base-period values for exports and imports. One
minor disadvantage of (5.57) is that it requires us to keep track of the units
of AB. In table 5.1, row 36, we have used base-period local currency values
for Eand M, ie. E=20and M =21 (see fig. 4.2). Thus, AB is the change in the
balance of trade in terms of $A of the base period.

The linear percentage change forms for the final three equations are:

2 2
cpi= Z Z S(is)aDiis)» (5.58)
i=1s=1
Pany=h(cpi)+ fi31), (5.59)
: andm
cr=c—Ccpi, (5.60)

The computational versions of these three equations, together with those for
the aggregate trade equations (5.55)~(5.57), are in rows 34-39 of table 5.1.
It will seem from row 38 that we have set the wage-indexing parameter / at 1.
Thus, f31) becomes the percentage change in real wages.

6. The choice of endogenous and exogenous variables

We recall from the beginning of section 5 that a Johansen model can be
represented by

Az=0, (6.1)

where 4 is an m x n matrix of coefficients and z is an n x 1 vector of variables.
In section 5 we derived the 4 matrix for the illustrative model MO and set
out the result in table 5.1. It can be seen from table 5.1 that the 4 matrix for
MO has 39 rows and 52 columns, i.e. m=239 and n=52. Thus, to solve this
model

n—m=13

variables must be declared exogenous.
Once the choice of exogenous variables has been made, (6.1) is rewritten as

A1y+A2X:O, (62)
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where A, is the 39 x 39 matrix formed by the 39 columns of 4 corresponding
to the endogenous variables and A, is the 39 x 13 matrix formed by the 13
columns of A corresponding to the exogenous variables. y and x are sub-
vectors of z. They are, respectively, the 39 x 1 and 13 x 1 vectors of endo-
genous and exogenous variables.

Provided that A, is invertible,'? we can proceed from (6.2) to the solution

y=—A;"A,x, (6.3)

Eq. (6.3) expresses the percentage change in each endogenous variable as a
linear function of the percentage changes in the 13 exogenous variables.
We note that [ — A7 'A,];; is the elasticity of the ith endogenous variable
with respect to the jth exogenous variable.'* For example, [ — A7 '4,];;
could be the percentage change in employment in industry 2 arising from a
1 percent increase in the foreign currency price of imported commodity 1.
If this elasticity had the value 1.2, say, this would be interpreted as meaning
that a 1 percent increase in the foreign currency price of imported good 1
would cause employment in industry 2 to be 1.2 percent higher than it
otherwise would have been.

The 13 exogenous variables can be chosen in many different ways. In
table 6.1 we have given one possibility. Under this choice, the 4, matrix is
formed from table 5.1 by selecting columns 12, 13, 15-17, 39, 40, 42, 43, 45,
46, 51 and 52, while the 4, matrix is made up of columns 1-11, 14, 18-38, 41,
44 and 47-50. In table 7.1 we have presented selected rows and columns of
the solution matrix — A{ ' A4,. The printed rows relate to the more important
endogenous variables and the columns to exogenous variables of interest.
However, before we discuss the solution matrix, we will work through
table 6.1. It will be useful to consider some alternative selections of exogenous
variables. Much of the flexibility of the ORANI model in policy applications
arises from the user’s ability to swap variables between the exogenous and
endogenous categories.

The first group of exogenous variables given in table 6.1 are the foreign
currency prices of imports. MO (in common with ORANI) contains no
equations describing foreign supply conditions and therefore it is difficult
to imagine a plausible experiment in which the pf,, would be endogenous.

"2We offer no formal theory on the conditions under which 4, will be invertible. Experience
suggests, however, that 4, will be invertible for all sensible classifications of variables between
the exogenous and endogenous categories. We return to this issue at the end of this section.

"3The variable AB leads to an exception. As explained in the previous section, this appears in
change (rather than percentage change) form in the model. The elements of the AB row or column
in the matrix —A[ 'A4, are, therefore, not true elasticities.
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Table 6.1
A possible list of exogenous variables for MO.
. Column no.
Variable Su‘;z;:‘rlpt Number Description in
ge
Table 5.1
pZiZ) i=1,2 2 Foreign currency import prices 12, 13
ty i=1,2 2 One plus the ad valorem tariffs 42, 43
kj j=1,2 2 Current availability of capital stocks 45, 46
f(31) 1 Wage shift variable 51
Vi ) One plus the ad valorem export subsidy
2 for the major export commodity and 40, 15
x f the export volume for the minor export
(21)4 commodity
cp 1 Real aggregate household expenditure 52
f(i1)4 i=1,2 2 Shifts in export demands 16, 17
¢ 1 The exchange rate, $A per $Foreign 39
Total = 13

By placing the pf,), i=1,2, in the exogenous category, we are adopting the
small country assumption for imports, i.e. world prices are independent of
Australian demands. We are also allowing for the computation of answers
to questions of the form: What were (or will be) the effects of past (or pro-
jected) changes in foreign import supply prices?

The second group of exogenous variables are the tariffs or tariff equivalents
of quantitative restrictions. The tariffs are among the exogenous variables
for any computation directed at the traditional effective protection question:
Which industries benefit and which lose from protection? Other questions
might concern the effects of protection on employment and on the rate of
inflation. Each of these questions could be analysed under exogenously
given changes in the t;. On the other hand, it would be possible to conduct
MO, and ORANI, experiments in which some, or all, of the t;are endogenous.
For example, we might wish to compute the level of protection which would
be required to maintain current employment levels in the footwear industry,
say, in the face of exogenously given movements in foreign prices, domestic
wages and the exchange rate. For such a computation, employment in the
footwear industry would replace the footwear tariff in the exogenous list.

The third set of variables in table 6.1 are the supplies or employment
levels of industry capital stocks. With the k is exogenous, our MO solutions
are short-run. That is, we are determining the effects of tariff changes,
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say, over a period sufficiently short such that induced changes in capital
availability may be ignored. In the absence of a set of equations describing
the costs of capital creation, there is no obvious alternative to exogenizing
the k js.“’ In ORANI, where capital creation is modelled, we are able to
determine rates of return, i.e. rental values of units of capital divided by the
costs of creating new units. Then rates of return become a natural replace-
ment for the k;'s on the exogenous list. When the rates of return, rather than
the k/s, are exogenous, our solutions are long-run. For example, we might
be investigating the long-run effects of a change in tariffs. Our assumption
would be that in the long run, rates of return are independent of tariff changes.
Thus, we would set rates of return exogenously. On the other hand, tariff
changes will affect industry growth prospects. Thus, we would allow the
ks to be endogenous. In this way our model would capture the idea that
initial disturbances in rates of return induced by the tariff change would be
eliminated by changes across industries in their rates of capital accumulation.

The fourth variable on our illustrative exogenous list is f(34,. If the para-
meter 4 in eq. (5.59) is set at one (which it is in our present computations, see
table 5.1, row 38, column 50), then f3,, is the percentage change in real
wages. If f(31, 1s set at zero, then MO will determine the change in aggregate
employment, ¢, arising from changes in tariffs, etc. under conditions of
constant real wages and abundant supplies of labour. Alternatively, for a
full employment simulation, £ would replace f3;, on the exogenous list, and
MO would generate the change in real wages which would be required for
the achievement of full employment under the influence of proposed policy
changes. In ORANI, where there are nine occupational groups recognized,
we can allow wages to adjust to cause full employment in some occupations,
while allowing wages to be determined exogenously in others.

Our fifth group of typical exogenous variables is a selection of export
subsidies and export levels. The export subsidy, vy, for the major export
commodity (see fig. 4.2) is set exogenously. On the other hand, for good 2,
of which very little is exported, the export volume is exogenous while the
export subsidy is endogenous. In ORANI, the user specifies a set G containing
the labels of those commodities for which the model is to be allowed to
explain exports. For all other commodities, i.e. i ¢ G, exports are exogenous
and the model produces the export subsidy (or tax) required to achieve the
given export level (see section 23 and subsection 29.6). In most ORANI

'“Nevertheless, in one short-run ORANI application the k;s were swapped with the rentals,
the p(32)/s in the notation of MO. The aim was to set an environment of fixed markup pricing.
See Dixon, Parmenter and Powell (1978, appendix) or Dixon, Powell and Parmenter (1979,
section 3.5). A brief summary of this material is in subsection 50.2.
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computations we have included in G those commodities for which exports
are more than 20 percent of total output (see table 29.5). For these com-
modities, it is reasonable to assume that shifts in world prices, Pf;,, strongly
influence domestic prices P;;). Notice that, in eq. (5.42), if v; is exogenous,
then p;, will move with pf#;,. By contrast, if v; is endogenous, then p;;, will
move independently of pf;,. Movements in p,, will be absorbed by offsetting
movements in v;. Note finally that the endogenous v; can simply be deleted
from MO by deleting eq. (5.42) for the relevant i.

The next variable in our exogenous list is cg, the real aggregate level of
household expenditure. By placing cg on the exogenous list, we are setting
an economic environment in which real aggregate demand is controllable
independently of other variables appearing in table 6.1. The underlying
assumption is that policy makers have available macro instruments, not
explained in MO, by which they can influence cg. Alternatively, model users
might set AB exogenously in place of cg. In this case, MO would indicate
the change in real domestic absorption which would need to accompany a
tariff cut, say, if we are to maintain a target level for the balance of trade.

The seventh group of variables in table 6.1 is the shift in foreign demand
curves for local products, f1)4, i=1,2. As was the case with the pf,)s it is
difficult to imagine a sensible experiment in which the f;;,4’s are endogenous.
MO and ORANI have no equations relating the position of foreign demand
curves to variables in the local economy. The role of the f;;)4’s is to allow
model users to simulate the effects on the local economy of exogenously
specified movements in export demand.

The last variable in table 6.1 is the exchange rate, ¢. It acts as the numeraire,
i.e. it determines the absolute price level. With wages fully indexed and the
exogenous variables as in table 6.1, a 1 percent increase in the exchange rate
(¢ =1) produces zero effect on all real endogenous variables and a 1 percent
increase in all domestic price and other nominal variables (see the column
marked 39 in table 7.1). Natural alternatives to ¢ as the numeraire include
P(31), the wage rate,' and cpi, the consumer price index.

We conclude with one final comment on the partitioning of variables into
the exogenous and endogenous categories. While our discussion of table 6.1
indicates a wide variety of legitimate possibilities, it is not true that MO
(and ORANI) can be closed by the exogenous setting of any n —m variables.
For example, at least one monetary variable should be included in the
exogenous list. If all domestic currency prices, the exchange rate, all wages
and all monetary aggregates are treated as endogenous, then our computa-

!'5This was the choice of Johansen (1960) and Taylor and Black (1974).
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tions will fail since there is nothing to determine the absolute price level.
Similarly, some care is necessary to avoid inconsistencies. For example, if
an attempt were made to set all three variables, cg, ¢ and cpi exogenously,
then eq. (5.60) would be violated. Although we can offer no formal theory to
guide model users in their choice of exogenous variables, as a working rule,
if a price appears on the exogenous list, then a corresponding quantity
should be on the endogenous list and vice versa. If wages are exogenous,
then employment will be endogenous; if subsidies are endogenous, then ex-
ports will be exogenous, etc.

7. Some results from the MO model

In table 7.1 we have printed selected components from the 39 x 13 matrix,
— A7 'A,. The table shows the elasticities'® of 13 out of the 39 endogenous

Table 7.1
Selected rows and columns from an MO solution matrix.
Variable Macro
number 39 43 51 52 package
2.76% increase
E £ .
xsii‘;:gies ¢ t2 (31) °r in aggregate
Endogenous exchange tariff on real wage Teal absorption plus
N rate good 2 rate aggregate 2.38% cut in
variables L
absorption real wages
18 zy output of industry 1 .0 -.44 -1.35 .15 3.62
19 Zy output of industry 2 .0 .16 - .57 .85 3.71
20 .0 -.47 -1.40 .13 3.69
y(ll)l \ industry 1's
21 'y(21)1 } commodity outputs .0 -.39 -1.19 .19 3.35
22 Yy .0 .10 - .73 . 80 3.94
(12 industry 2's
23 y(21)2 commodity outputs .0 .18 - .52 .86 3.61
28 . -. -2. . .
Xs1)1 } enployment by 0 66 2.01 22 5.39
3 industry -
4 x(31)2 .0 .21 L71 1.06 4.62
44 £ aggregate employment .0 -.23 -1.36 .64 5.01
47 m aggregate imports .0 -.15 .33 .96 1.86
48 e aggregate exports .0 -.36 -1.11 -.26 1.92
49 8B balance of trade(® .0 -.04 - .29 -.25 0.00
50 cpi consumer price index 1.00 .52 1.07 .25 -1.86

(a) Entries in this row have the units $A of the base period. All other entries in the table are pure
elasticities.

'%Again we note the exception involving the balance of trade. See footnote 13 above.



38 ORANI: A model of the Australian economy

variables with respect to 4 of the 13 exogenous variables. With MO it would
be possible to print the entire elasticities matrix. This would not be possible
with ORANI where both the numbers of equations and exogenous variables
are many thousands. The ORANI programmes are written so that users not
only choose which components of —A; ' A, to print, but must also choose
which components to compute (see section 32). The selection of rows and
columns for computation and examination will, of course, depend on the
application.

For our illustrative application with MO we will look at the implications
of three broad approaches to macroeconomic policy: (i) increased protection,
(i) reductions in real wages and (iii) real demand expansion. Consequently,
in table 7.1 we have displayed the elasticities of selected endogenous variables
with respect to (a) the rate of protection on the major import commodity,
(b) the real wage rate and (c) the real level of household expenditure. Table
7.1 also gives some elasticities with respect to the exchange rate. These were
included merely to confirm the role of ¢ as the numeraire under conditions
of fixed real wages and the exogenous-variable list as set out in table 6.1.

7.1, Increased protection

There are several ORANI studies of the effects of protection, including one
presented in this book (see Chapter 7). An overview of these studies is given
in subsection 50.1. Much of what ORANI implies about protection is illus-
trated by the results in the ¢,-column of table 7.1.

The t,-column refers to the effects of a 1 percent increase in one plus the
ad valorem tariff on commodity 2. From fig. 4.2 we see that the value of
imports of good 2 on the domestic market is $A17, whereas their foreign
currency cost is $A12, i.e.

PoyM,=542+10=17,
and
P2 ®OM, =12,

where M, is the volume of imports of good 2 and the remaining notation is
as in section 5. Hence, it follows from eq. (5.36) that

T,=17/12=1.42,

i.e. the ad valorem rate of protection on good 2 is 42 percent. Thus, a 1 percent
increase in T, is a 1.42/0.42=3.4 percent increase in the ad valorem rate of
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protection. The entries in the r,-column are, therefore, to be read as follows:
if the ad valorem tariff on commodity 2 were increased by 3.4 percent in an
environment where tariff changes were not allowed to affect real aggregate
demand, the real wage rate or any of the other variables in table 6.1, then in
the short run we could expect output in industry 1 to be 0.44 percent less
than it would otherwise have been, output in industry 2 to be 0.16 percent
more than it otherwise would have been, etc. By the short run we mean a
period which is sufficiently short such that we can ignore changes in capital
availabilities that may be induced by the tariff change. On the other hand,
enough time must be allowed for businessmen and consumers to adjust their
input and output decisions to the new relative prices. In most ORANI
applications papers we have assumed that such a time is about one to two
years. On applying this rule to our MO results, we would say that a sustained
3.4 percent tariff increase on commodity 2 would, eighteen months later, say,
cause the rate of output in industry 1 to be 0.44 percent less than it otherwise
would have been.

The main implications of the ¢,-column accord well with those of numerous
ORANI calculations. We see that MO implies that tariffs are an ineffective
instrument for stimulating aggregate employment. Our 3.4 percent increase
in the tariff on commodity 2 produces a 0.23 percent reduction in total labour
demand. The increase in employment in industry 2, whose production is
heavily concentrated on commodity 2, is more than offset by the reduction
in employment in industry 1. Protection of the import-competing industry
imposes cost increases on the rest of the economy. Notice that the tariff
increase adds 0.52 percent to the consumer price index. Under full wage
indexation this adds 0.52 percent to the wage bill per unit employment in all
industries. Industry 1, which specializes in the production of the export
commodity and thus faces a highly elastic demand curve, is poorly placed to
pass on cost increases. The cost squeeze effect on export production is
reflected by the 0.36 percent reduction in the foreign currency value of ex-
ports. It is interesting that this reduction in exports is sufficiently large that
the simulated net effect of the tariff increase on the balance of trade is a
movement towards deficit.

Two results in the tariff column which may need further explanation are
those for y(;1y; and y; 1), Despite the increased protection for commodity 2,
industry 1 cuts its production of commodity 2. Equally curious, at first
sight, is industry 2’s increase in production of commodity 1. The reason for
these results can be understood if we think of industry production decisions
in two stages. At the first stage, imagine that industry j produces commodities
1 and 2 in fixed proportions. Then j’s reaction to the increased tariff on
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commodity 2 will depend on what happens to the industry’s wage and
material costs compared with what happens to the price of its output. The
movement in the price of its output is a weighted average of the movements
in the prices of commodities 1 and 2, where the weights reflect the shares of
these commodities in the industry’s total revenue. Under a tariff increase on
commodity 2, there is a favourable movement in the product price for
industry 2 (which specializes in the production of good 2) relative to industry
2’s costs. On the other hand, there is an unfavourable movement in the
product price to cost ratio in industry 1 (which specializes in the production
of good 1). Thus, on the assumption that the composition of each industry’s
output is fixed, it is now clear that the increase in T, would cause industry 1
to contract its output level (and its output of both commodities) while in
industry 2 the output level would expand. This explains why z; is negative
and z, is positive in the t,-column of table 7.1.

The second stage of the production decision concerns the product mix.
Because the price of good 2 increases relative to that of good 1, both industries
transform the composition of their output in favour of product 2. However,
in the present computations the transformation effects are small relative
to the level-of-activity effects. The effect, on industry 1’s production of good
2, of the industry’s reduction in its overall level of activity (z; = —0.44)
easily outweighs the transformation effect in favour of good 2. Similarly, the
effect of industry 2’s expansion in overall output on its production of good 1
outweighs the transformation effect against good 1.

7.2. Reductions in real wages

The fi31)-column of table 7.1 shows the effects on the selected endogenous
variables of a 1 percent increase in the real wage rate. As with the tariff
results, the MO results for a real wage increase are an accurate guide to the
corresponding results from ORANI. In several papers ORANI results have
been reported which identify increases in the costs of employing labour as
the major factor in causing employment and balance of trade problems.
(See, for example, Dixon, Parmenter and Sutton, 1978a.) Looking at the
f31)-column of table 7.1, we see that according to MO a | percent increase
in real wages reduces aggregate labour demand by 1.36 percent. The reduc-
tion is especially severe in industry 1 where employment falls by 2.01 percent.
This is explained by industry I's specialization in the production of the
export good, good 1. Because the price of good 1 is largely independent of
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domestic cost conditions, cost increases have a particularly adverse effect
on the output of good 1.

The adverse effect on the production of good 1 is reflected in the movement
of the balance of trade. The 1 percent real wage increase produces a deteriora-
tion in the balance of trade which is equivalent to a loss of 1.45 percent of
export revenue (0.29/20=0.0145). Most of this is explained by the reduction
in exports. Nevertheless, there is also a significant increase in imports.
Domestic cost increases reduce the competitiveness of the locally produced
good 2, causing substitution towards the imported product. The increase in
imports is limited, however, by the reduction in industry activity levels.

The reverse side of this picture is the effect of a reduction in the costs of
employing labour. By multiplying the f(3,,-column by minus one, we obtain
the effects of a 1 percent wage cut. Thus, according to MO, reductions in
real wages cause increases in demands for labour (especially in export
oriented industries), an improvement in the balance of trade and a reduction
in inflationary pressure. The corresponding results from ORANI are similar
and, therefore, lend support to the argument that reductions in real wages
are the key to macroeconomic recovery (see subsection 50.2).

7.3. Real demand expansion

The cg-column of table 7.1 shows the effects of a 1 percent expansion in real
household expenditure. In MO, household demand is the only form of
domestic absorption. Thus, the results here should be compared with
ORANI results for a general increase in real aggregate demand rather than
with those for an expansion in household expenditure alone.

In a recent publication,'” ORANI results were used to illustrate some of
the difficulties of attempting to implement a macro policy based primarily
on demand stimulation. The ORANI computations implied that although
demand stimulation would generate increased employment opportunities,
it would also involve increased inflationary pressure, problems on the
balance of trade and an uneven response across industries. In the cg-column
of table 7.1, we see that MO implies that a | percent increase in real aggregate
demand will buy a 0.64 percent increase in employment at the cost of an
increase of 0.25 percent in consumer prices and a deterioration in the balance
of trade which is equivalent to the loss of 1.25 percent of export revenue
(0.25/20=0.0125). The corresponding tradeoff in the ORANI computa-

'"Dixon, Powell and Parmenter (1979, ch. 3). See also subsection 50.2.
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tions was a 0.58 percent increase in employment for a 1.7 percent increase in
consumer prices and deterioration on the balance of trade worth 3.9 percent
of total exports. Thus, MO gives a much more favourable picture of the
tradeoff than does ORANI. Because MO omits nontraded commodities, it
exaggerates the extent to which the domestic price level is held in check by
world prices. MO also exaggerates the ratio of trade to GDP and therefore
underestimates the percentage impact on the trade accounts of the diversions
in exports and the increases in imports required to service expansions in
aggregate demand. Nevertheless, the MO results illustrate the proposition
that “general demand stimulation cannot, by itself, provide a feasible
approach for a return to full employment from a situation of (say) 5 percent
unemployment” [Dixon, Powell and Parmenter, 1979, section 3.2(b)].

What aspects of MO (and ORANI) are responsible for these rather pessi-
mistic results? Our theory implies that producers will respond to demand
increases with an increase in output and employment only if the demand
increase allows an improvement in their price/cost situation. With full
wage indexation, prices and costs tend to move together. There is, however,
some limited opportunity for improvements in price/cost ratios. Recall that
domestic products are modelled as imperfect substitutes for foreign ones.
Therefore, increases in demand allow the prices of domestic goods to rise
relative to those of foreign substitutes. Thus, because of the import com-
ponent in both the consumer price index and in material input costs, the
appropriate index of wages and materials costs shows a smaller increase
than the index of prices of domestically produced commodities. This is the
principal explanation of why MO (and ORANI) produce a Keynesian
employment response to an increase in aggregate demand under conditions
of fixed real wages. It is also an important part of the explanation of the trade
and industry results.

Price increases for domestic goods shift both foreign (export) and domestic
demand away from local producers. Consequently, a major part of the
increase in domestic absorption is provided by a deterioration in the balance
of trade. Notice that the cg-column shows both an increase in imports and a
reduction in exports. The resulting movement towards deficit on the balance
of trade accounts for about 40 percent of the increase in absorption
(0.25/0.62=0.40). (The corresponding figure in ORANI computations is
about 58 percent.)

On examining the industry results, we again see the effects of a price/cost
squeeze in the export sector. Industry 1 benefits from the demand increase
to a much smaller extent than does industry 2. In ORANI computations
many of the exporting industries are, in fact, shown with negative output



Skeletal version of ORANI 43

and employment responses to general demand stimulation. (See, for example,
Dixon, Powell and Parmenter, 1979, table 3.2.) Thus, ORANI computations
imply that general demand stimulation has uneven effects across the
economy, benefiting those industries where cost increases are easily passed
into higher prices while harming some export industries and industries facing
intense import competition.

74. A macro package

Readers will have noticed from the last two subsections that wage cuts and
demand stimulation give opposite industry effects. Wage cuts are partic-
ularly beneficial for export industries while demand stimulation is
particularly beneficial for industries where international trade plays only a
minor role. This suggests that a balanced stimulation of the economy might
be obtained by a suitable combination of wage reduction and demand
stimulation.

One way to investigate such a possibility would be to change the selection
of exogenous variables from that shown in table 6.1. We could, for example,
ask what would be the implications across industries of a reduction in real
wages and an increase in aggregate demand which together were sufficient
to cause a 5 percent increase in aggregate employment without a deteriora-
tion on the balance of trade. Our two new exogenous variables would be ¢
set at + 35 and AB set at zero. Our new endogenous variables would be f3,
and cg, i.¢. we would be determining the values of f(3;,and cg to be consistent
with our exogenously given employment and balance of trade targets.

Rather than repartitioning the 4 matrix and recomputing — A; *A4,, we
can adopt some short cuts.'® We note from table 7.1 that if f,5,, is o percent
and cg is f§ percent, then ¢ and AB will be given by

€= —1.360+0.648,
and
AB= —0.290—0.258.

Hence, if ¢ =5 and AB= 0, then e and ff must be —2.38 and 2.76, respectively.
That is to say, according to MO, a 5 percent increase in aggregate employ-
ment demand without balance of trade difficulties is achievable by a 2.38

"®Similar short cuts are available in ORANI computations. See section 36, especially subsec-
tion 36.1.
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percent reduction in real wages combined with a 2.76 percent increase in
real aggregate demand. The corresponding results for ORANI are a 6.15
percent reduction in real wages combined with a 3.21 percent increase in
real aggregate demand (see subsection 50.2).

In the final coiunin of table 7.1 we have shown industry output and other
results for our MO recovery package. The figures are derived by multiplying
the fi3;-column by —2.38 and the cg-column by 2.76 and adding The
most interesting implication of the package (and one which is consistent
with the ORANI computations) is that it generates a balanced stimulation
of the economy. Similar output and employment expansions are achieved
in all industries.

8. The large change problem and the computation of ORANI solutions

8.1. Nonlinear methods

Since the publication in 1960 of Johansen’s Multi-Sectoral Study of Economic
Growth there has been intensive research on procedures for solving general
equilibrium models. This has led to the development of several algorithms
which do not resort to the linearizations adopted by Johansen. If we were to
apply these algorithms to our MO model, we could solve the 39 structural
equations (5.7), (5.18),(5.23),(5.32),(5.34)~(5.36),(5.44), (5.46),(5.47) and (5.49)-
(5.54) for the levels of the 39 endogenous variables. If we wanted to know the
effects of a change in the exogenous variables we would compare the results
from two solutions for our 39-equation nonlinear system, the two solutions
computed with alternative values for the exogenous variables. Thus, we
would avoid the disadvantage of the Johansen procedure, i.e. its inability
to cope with large changes in the exogenous variables. Because in the
Johansen computations the coefficients in the 4 matrix [see eq. (6.1)] are
treated as parameters, the results are valid only for changes in the exogenous
variables which are not sufficiently large to induce significant changes in the
sales patterns of commodity outputs, the commodity compositions of
industry outputs, the industrial compositions of factor employments, the
input compositions of industry costs, etc. Thus, the question arises as to why
we retain the Johansen method in our computations for ORANI. Before
we answer, however, it will be useful to give a brief overview of the modern
alternatives.

Two approaches to solving general equilibrium models can be distin-
guished in the recent literature. The first exploits the fact that for many
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economic models the solution can be deduced from the solution of a suitably
chosen constrained maximization problem and its dual. In the second
approach, various equation-solving methods are applied directly to the
structural equations.!®

We illustrate both approaches by considering the two-household, v-
commodity, pure exchange model defined as follows.?° The (1 x 3v)-vector,

Zy=(C1, Cy, P,

is a solution for the endogenous variables if and only if (i) C; maximizes
U{C;) subject to P’'C;=P' X, fori=12,and (ii) C; + C, =X, + X,. P is the
vx 1 vector of commodity prices, C; and C, are the v x I consumption
vectors for the two households, the U; are their utility functions®! and the
X; are the v x 1 vectors giving their initial commodity endowments. These
latter variables are set exogenously, i.e. the vector of exogenous variables
can be written as

Zy=(X", X3).
Condition (i) requires that each household maximizes its utility subject to its

budget constraint while condition (ii) requires that markets clear for com-
modities.

As an example of the first approach to computing equilibria, we could
solve this model by considering constrained maximization problems of the
form

choose C, C, to maximize

wiU(C)+wyUs(Cy),
subject to
C1+C2:X1+X2,

"“The first approach has been applied within the IMPACT Project to solve the SNAPSHOT
model. (See Dixon, Harrower and Powell, 1976; Dixon, 1976a; and Dixon., Harrower and
Vincent, 1978). Earlier applications appear in Takayama and Judge (1964, 1971), Goreaux and
Manne (1973), Dixon (1975, 1978¢), Dixon and Butlin (1977) and Ginsburgh and Waelbroeck
(1976). For a recent theoretical survey with illustrative applications, see Manne, Chao and
Wilson (1978). The second approach has been adopted by, among others, Scarf (1973), Shoven
and Whalley (1972, 1973, 1974), Whalley (1978), Adelman and Robinson (1978) and Dervis
(1975, 1980).

2ONote that the notation employed in this illustration is entirely separate from that employed
elsewhere in the book.

2!'We assume that the utility functions are strictly concave. This is a convenient assumption
and is no more restrictive from an empirical point of view than the utility maximizing model
itsell (see Dixon, 1975, pp. 96-105). Strict concavity is required to ensure the validity of the w-
iteration method to be discussed in the next paragraph (see Dixon, 1975, p. 6).

(8.1)
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where w, and w, are positive parameters normalized so that wy+w,=1.
The first-order conditions for a solution of this problem can be written as

1

VU{C)=—A. i=1,2, (8.2)

w;
and
C1+C2=X1+X2, (83)

where A is the v x 1 vector of Lagrangian multipliers associated with the
market-clearing constraint. Now recall that necessary and sufficient con-
ditions for satisfying part (i) of the requirements for a model solution are
that there exist f8; such that the C;, P and f; jointly satisfy

VU(C)=pP, =12,
and
P'Ci=PX,, i=1,2.
Thus, it is apparent that if we are fortunate enough that
NCi=NX,; for i=1,2, (8.4)

then the solution for the programming problem (8.1) has revealed a solution
for our economic model with the price vector P being given by the vector
of Lagrangian multipliers A. This suggests that we can compute equilibria
for our economic model by solving a series of programming problems of the
type (8.1), varying the wys until the fortunate set of circumstances (8.4)
occurs. Intuitively, if in an initial calculation we have?*?

NCy>NX, (8.5)
and
ANCy<NX,, (8.6)
then we should decrease w, and increase w,. The expected effect is to reduce
the consumption of household 1 and to increase the consumption of house-
hold 2, thus moving us closer to satisfying condition (8.4).
As an example of the second approach to the computation of economic

equilibria, we could solve our pure exchange model via the excess demand
functions. First we would derive the demand functions

C;=C{P, P'X,), i=1,2, (8.7)

22The market-clearing constraint ensures that if A'C;>A'X,, then A'Cy<A'X,.
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implied by part (i) of the definition of an equilibrium. Then we would sub-
stitute (8.7) into the market clearing equations to obtain the v-equation
system

2 2
Y C{P,PX)— 3 X;=0, (8.8)
i=1 i=1
where the LHS of (8.8) is the vector of excess demands. We know that these
excess demand functions are homogeneous of degree zero in prices and thus
one of the prices (say the last) can be set at 1.>* In addition we can apply
Walras’ Law to eliminate one of the equations (say the last). Thus, our
problem reduces to solving the (v-1) equations

E(P*)=0, (8.9)

where E and P* are, respectively, the vectors of excess demands and prices
for the first (v-1) commodities. At this stage a wide variety of solution tech-
niques can be applied. Among these are the fixed-point procedures pioneered
by Scarf (1973). Of greater practical relevance, however, are the simple
tatonnement procedures, e.g. the Gauss—Seidel method. The Newton method
and various other approaches which use information on the derivatives of
the excess demand functions have also been found effective.

8.2, The advantages of Johansen’s linearization

In our work on the ORANI model we have found that the main advantage
of the Johansen approach is its flexibility. By using the rectangular linear
system (6.1) we gain flexibility in terms of (a) model size, (b) model modifica-
tion and (c) model application.

8.2.1. Model size

The term “model size” should be interpreted broadly. A model can be big
either because it has a large number of equations or because its equations are
highly nonlinear. If we work with the system of linear equations (6.1), our
model can remain small in terms of its computing requirements even though
the number of equations may be several millions. Of course, in applying
(6.3) to solve the model, some condensation may be required. But this is

*JAlternatively. we can use a normalization rule of the form YiPi=1.
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easily achieved by substituting out equations and variables. For example, if
initially we have a three-equation, four-variable system of the form

Az=0,

then by using rules from high school algebra we can obtain a two-equation,
three variable system of the form

A*z* =0,

where A* is a 2 x 3 matrix and z* is a 3 x 1 subvector of z.2*

When we move to systems of nonlinear equations, size can become a
problem. This is despite the rapid advances of the last decade in nonlinear
methods for solving general equilibrium models. Under the first approach
discussed in subsection 8.1, care must be taken to limit the size of the con-
strained maximization problem to be solved at each step. Otherwise, even
when convergence is very rapid (i.e. only a few solutions of the constrained
maximization problem are required) computing costs can become pro-
hibitive. Limiting the size of the constrained maximization problem without
reducing the model's economic detail becomes very difficult, especially
when it is recognized that nonlinearities in the initial specification of the
model must often be handled by piecewise linear approximations involving
large numbers of additional variables and constraints. Our own experience
at the IMPACT project with the SNAPSHOT model (see footnote 19 above)
has been that computing difficulties have constrained our specification of the
model. For example, although estimates of the elasticities of substitution
between imported and domestic goods of the same input-output classifica-
tion are available and are used in ORANI (see subsection 29.1), in SNAP-
SHOT we have been forced to reduce computing costs by treating the shares
of imports in domestic markets as exogenous

Recent results using the second approach to computing economic equi-
libria have looked more promising. Adelman and Robinson (1978, p. 11)
comment that “we have not been constrained in our specification of the
model by considerations of solution technique”. They applied Gauss-Seidel
methods to the excess demand functions for commodities and gradient
methods to the excess demand functions for factors. Similarly, Whalley
(1978) has been able to solve a large model of US, EEC and Japanese trade
by applying both modified Scarf and Newton procedures to the excess
demand functions.

It is important to emphasize that the successes of Adelman and Robinson,

24The condensation process for ORANI is described in section 32.
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and Whalley were not achieved via the blind application of standard
equation-solving techniques. In both cases they relied on their intimate
knowledge of the specific features of their models to improve computational
efficiency. That is, their algorithms were tailor-made for their particular
models. This reflects these researchers’ disenchantment with the performance
of general purpose methods (such as Scarfs approach) when applied to
models of the size and complexity required to support policy analysis. In
the case of the ORANI model, there can be little doubt that the general
purpose algorithms which are currently available would be inadequate if
applied to the nonlinear structural form. Whether or not a tailor-made
algorithm could be devised is an open question. Our opinion is, however,
that this would require either an impractically large input of time by a highly
skilled team of programmers or a considerable simplification of the model’s
specification.

Because we have adopted the Johansen linearization, computing con-
siderations have introduced no inflexibilities with regard to ORAND’s size
and specification. The degree of detail in the industry and commodity
classifications and the degree of complexity in the myriad of substitution
relationships is limited by data considerations long before computing
becomes a constraint.

8.2.2.  Model modification

Since its first applications ORANI has undergone continuous modification.
While most of these changes have been of a minor nature involving revisions
in the input—output data base and in the estimates of various substitution
elasticities, there have been some changes (e.g. the inclusion of multiproduct
industries in the agricultural sector) which have required a complete re-
specification of large blocks of the structural equations.?®

From a computing point of view, the implementation of revisions in the
ORANI model involves no special problems. Most revisions are handled by
making the appropriate changes in the input-output and elasticities files
and simply rerunning the programmes to form the 4 matrix. Where new
variables or equations are required, the 4 matrix is expanded by the addition
of new columns and rows. None of these procedures involves the rewriting

*In the first version of ORANI, all industries were specified according to the usual input-
output convention as single-product industries. See Dixon, Parmenter, Ryland and Sutton
(1977).
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of solution algorithms. The most that is called for is a change in the dimension
statement of an inversion routine.

By contrast, in models relying on nonlinear solution routines, computing
considerations can play a major role in inhibiting revisions. As we saw in the
previous subsection, the success of nonlinear approaches to solving large-
scale general equilibrium models depends on the skilful adaptation of general
purpose algorithms so that they take advantage of model-specific features.
Where a model is undergoing change, even in seemingly minor ways, the
rethinking and rewriting of algorithms becomes an energy-sapping chore.

In the context of the ORANI model, the Industries Assistance Com-
mission’s aggregation/disaggregation facility provides an interesting example
of the advantage of flexibility in the area of model modification (see Hagan,
Wright and Smith, 1979). The work of the Commission often involves
inquiries into industries at a much finer classification than is given in the
ORANI data base.>® What the Commission’s aggregation/disaggregation
programmes allow model users to do is to either combine or split?” the rows
and columns of the ORANI input-output accounts. Simultaneously, the
programmes make the required adjustments in various dimension statements
and reform the 4 matrix. Thus, when the Commission wishes to use the
ORANI model with a revised industrial classification, the necessary model
modifications are quite routine.

8.2.3. Model application

In section 6 we discussed the advantages for policy applications of being
able to switch variables between the exogenous and endogenous categories.
This flexibility is greatly reduced in models where nonlinear solution
algorithms are adopted. In such models the replacement of one endogenous
variable with another will, in general, constitute a major model revision and
will require extensive rewriting of solution algorithms.

With the Johansen approach we can simply reallocate the columns of the
A matrix between the 4, and A4, matrices [see eq. (6.2)] and recompute the
matrix — Ay 'A, [see eq. (6.3)]. However, even this much computing may be

2°The ORANI data base is described in Chapter 4.

*"In the case of aggregation, the model user need supply no additional information. For
disaggregation, the model user can supply information at varying levels of detail on how the
relevant rows and columns should be split. The disaggregation programmes provide convenient
default options where users have incomplete information on the input or sales structure of the
sub input-output industries.
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unnecessary. For example, in subsection 7.4 we used a few hand calculations
to move from a solution for MO where the percentage changes in real wages
(fi31)) and aggregate real absorption (cg) were exogenous to one in which
these variables were replaced on the exogenous list by the change in the
balance of trade (AB) and the percentage change in the level of employment
(€). It can be shown that the principal step required in the swapping of r
variables between the endogenous and exogenous lists reduces to the in-
version of an r xr matrix. [See subsection 36.1 and particularly eq. (36.9).]
Various other short cuts are available for changing ORANI solutions where
there are only a limited number of changes in the 4 matrix. Thus, in practice,
ORANTI users store a few — A7 * 4, matrices from standard runs. Then when
new solutions are required, these can often be computed at trivial cost by
modifying an earlier solution.

8.3.  The elimination of the Johansen linearization errors>®

Given the advantages of working with the linear system (6.1), it is under-
standable that we have retained the Johansen approach in our work with the
ORANI model. In fact, as was mentioned in subsection 8.2.1, we doubt the
practicality of applying nonlinear methods to ORANTs structural form.
An alternative approach is to derive true ORANI solutions (i.e. solutions
which are free from significant linearization errors) by applying a series of n
Johansen-style computations with n updates of the 4 matrix. The procedure
we have in mind can be described as follows.
We start by rewriting eq. (6.3) as

dY= —YA7YX, V)A,(X, V)X ' dX (8.10)
or, in simpler notation,

dY=B(X, Y)dX, (8.11)
where

B(X, Y)= —YAT X, Y)A,(X, Y)X 1. (8.12)

The A and B matrices are written as functions of X and Y to emphasize that
their components can be expressed as functions of prices and quantities,
Le. as functions of X and Y. This follows from the fact that the A matrix is
constructed from the input-output flows and each input-output flow is a

*SThis topic is dealt with in much greater detail in Chapter 5 and section 47.
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product of a price and a quantity. It should be noted that (8.10) involves no
approximations. It is an exact implication of the structural equations, i.e. if
we denote the exact solution to the structural equations by?°

Y=G(X), (8.13)
we then have
Gx(X)=B(X, G(X)),

where Gy(X) is the Jacobian of G.
Now recall that

. . 1 2
lim {Gx(X1)+Gx<X1+AAX>+GX<XI+*AX>
n n

n—ao0

(n—1)

1
+"'+GX<X,+ AX)}nAXzG(X,JrAX)——G(X,),
provided only that the second derivatives of G remain bounded as we move
from X;to X;+AX. Thus, if we have a means of computing the Gy matrix
for all values of X, it is apparent that we can evaluate the change in Y caused
by the movement of X from X; to X;+AX by computing the sum

n—1

AY,= Y Gy (X,th AX)lAX, (8.14)
t=0 n n

where n is chosen to be sufficiently large to ensure the desired degree of

accuracy.

The application of these ideas to the problem of computing exact solutions
for the ORANI model should be clear. Although we cannot solve the struc-
tural equation in the form (8.13), we do know how to evaluate Gy, at least
for the initial situation, i.e. we know B(X,, Y;). The obvious analogue to
(8.14) is to calculate the change in Y caused by the movement in X from X,
to X;+AX by computing

n—1

1
AY,= Y B<X,+%AX, Y,,‘>EAX, (8.15)

t=0

where

Yo=Y, (8.16)

*°Given X, we assume that the structural equations imply a unique solution for Y.
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and

(t—1)
n

1
Y,,’=Y,,‘”+B<X,+ AX, Y,,“1>~AX, t=1,...,n—1.(8.17)
n
Equations (8.15)+(8.17) describe an n-step procedure. If we wish to compute
the effects of changing the exogenous variables from X, to X;+AX, then we
divide the change into n parts. First, the effect of moving the exogenous
variables from X, to X+ (1/n)AX is computed as

AYY=B(X,, Y} % AX.

Then the B matrix is re-evaluated at the point (X;+(1/n)AX, V;+AY,%). In
practice this re-evaluation involves

(i) updating the input—output flows to take account of the changes in prices
and quantities implied by the change in the exogenous variables from X; to
X+ (1/nAX;

(ii) recomputing the A matrix using the updated flows; and

(iii) recomputing the matrix —A; ' 4,.
Having re-evaluated —A;'A4,, we compute the effect of moving the
exogenous variables from X;+(1/n)AX to X;+(2/n)AX by

1 1
AY,,1=B<X,+—AX, YI+AY,,°>—AX.
n n

The B matrix is again re-evaluated, this time at the point (X, +(2/n)AX,
Y, +(AY)! +(AY)}). Then this latest value for B is used to compute the
effects of changing the exogenous variables from X,+(2/mAX to
Xr+(3/nAX, etc.

The first question regarding this n-step procedure is one of pure mathe-
matics. Can we be sure that

lim AY,=G(X;+AX)—-G(X)),

where AY, is defined by (8.15)+(8.17)? The answer is yes, provided only that
the first derivatives of B with respect to Y and the second derivatives of G
with respect to X are bounded over the relevant domains in the (X, Y)
space.>® Because we fail to generate exact values for Y as we move from X to
X;+AX, we fail to generate exact values for Gy(X). However, we can still
be sure that (8.15) will provide an accurate evaluation of the change in Y if
n is sufficiently large.

*The relevant proposition is proved in section 35.



n
N

ORANI: A model of the Australian economy

The second question is one of practical computing. Can the n-step pro-
cedure be applied to a model as large as ORANI? The ORANI input—
output files identify about half a million flows. The updating of these flows
and the recomputing of the 4 and B matrices generates considerable com-
puter costs.®! It is clear that unless n can be kept small, the procedure could
be too expensive for routine use. Fortunately, our experience suggests that
for most purposes n can be very small.** We expect that n=2 will normally
be more than adequate. In fact, computations with MO and with ORANI
provide a strong justification for the Johansen method (ie. n=1).

84. The n-step update procedure applied to MO

As a preliminary step before attempting to implement our n-step update
procedure in ORANI, we applied it in MO. Because the MO results are
illustrative of those eventually obtained in ORANI, we have presented some
of them in tables 8.1 and 8.2.

Table 8.1 contains the effects of a 25 percent increase in the tariff on good 2
under conditions of fixed real wages, fixed real aggregate demand and a fixed
exchange rate — the exogenous variables are those listed in table 6.1. In the
1-iteration column, the computations were carried out by the usual Johansen
method, i.e. we computed

y=—A7 "X, YPALX ), Y)x.

The initial 4 matrix is given in table 5.1 and the components of x were set at
zero with the exception of t,, which was set at 7.35. (Recall from subsection
7.1 that T, is one plus the ad valorem rate of protection and that the initial
ad valorem rate is 42 percent. To increase the ad valorem rate by 25 percent,
we increase T, by 7.35 percent, i.e. we increase T, from 1.42 to 1.52.) Thus,
apart from rounding errors, the l-iteration column of table 8.1 can be
obtained by multiplying the t,-column of table 7.1 by 7.35.

The n-iteration column of table 8.1 was computed as follows. First we
noted that

AT,=152-142=0.10.

Then we broke the increase in T, into n equal steps where the rth step was

31 Details are given in section 34.
32Computational experience with MO is reported in the next subsection. Experience with

ORANI is reported in section 47.



55

Skeletal version of ORANI

‘mmTod A3ITUTFUT 29Ul UT 3NSSI BY3 YITM I[NSSI UOTIBASIT-T oyl Suraeduod Aq paandwo)y ()
TSUOTIBILAT 7 I31FE 1[NSAL SYl 01 SUOTIBILIT 7 03 [ wWOIF oF oM SB 3[NSal oyl ur s8uey> ay3 Suippe £q peinduwoy (qQ)
TSUOTIBISAT pg I213E IINSII SY) 01 SUOTIBILSIT $9 01 7g wOIF oF oM SB 3[Nsal oyl ut °8ueyd oyz Sutppe £q peinduoy (e)
T°1 659L°¢ 0L9L°¢€ 9L9L°¢ 89L°¢ v69L°¢ 8TLL S L9LL € 898L°¢ LLO8"E Xoput 931ad raumsuod  tdo 0s
€0 820€°0- G£0g "0~ 0£0£°0- 0<0£°0- 6C0S°0- 6Z0S£°0- LZOS'0- SZOS'0- TZOS 0- Spell JO DUBIRq gV 6%
Ty 689572~ 6TLS T~ SE€LS'T- TSLSTZT- TYLSTT- SYBS'T- TL6S'T- T1€T9°Z- SLL9TT- sixodxe a1eSeidde Q 8Y
ot 8€00°1- 9900° 1~ I800°T- 9600°T- LZIO'TI- O06I0°T- 9I€0°T- $LSO°T- OTIT'I- sjxodut s3edsz88e w Ly
L79 £€8S°I- VL8S I~ 688S°I- P06S'T- SE6S°T- L66S'T- $ZI9 T- ¥8S9°I- SS60°T- 3usuforduwe 23e30188% 7 1474
Sy Lyvy T vovy- 1 LYY T 8YYT zosv T syt 0z9v°1 8LV T LTIIS' T Ax3snpurt N:mvx e
. . Aq juswfoydus 1(1¢)
09 TT1i9 v~ 1129 v~ IST9'v- T6T9°v- €L£9'v~ 9£S9°v- 8989°%- 6PSL b~ 868 b- X 8T
Sy ot 1 SS9T°1 ¥99z°1 €L92°T 069271 VL1 £6LT°T YeE6T T 9zie T sindino A31pouwod N:Nux €T
- s,z Ax3snput (D)
0°9 veLto SSZL 0 z9ZL°0 692L°0 82L°0 L0gL70 09¢L°0 99vL"0 069L°0 < £ zz
671 LLIL T~ sl SYZL'T- S9ZL°T- v0EL'T- V8SLZ- SYSL'T- OL8L T- SLS8°T- sindino 43 Tpouwod ﬁ:rux 134
SiT Azasmput 1(11)
'S vSeT e~ vz e LEVTTE- TOVTTE- TISTE- ZI9Z°S- SI8T'¢-  ZSIeiS- OTIv ¢- £ 0z
Ly IPST T PSST'T 79ST'1 0LST'T 98ST°T 819T°T V89T "1 LI8T T £60Z°T 7 Axasuput xoy 3ndino [ 6T
s Y660 "¢~ 0S0T "¢~ €L0T°¢- 960T°¢- <¢PIT €~ 8€ZI'S- TEPI'¢- 9787 °S- 8S97°¢- T Ax3snput 103 3ndino I, 81
sweu Iaqunu
(1usd 1ad)
) uotyeroderixs - SIqeTIEp STQRTIBA
1olrs | (q) woTieIerr-z (g) FTUHUI 79 43 91 8 s z 1 suoT1eIanT
uasueyor
Jo Iaqumy

"7 POO3 uo Jjure; oy ui asearoul juaoiad ¢7 ® JO QA Ul SO[qBLIBA P2}d9]as 10 suoneoijdur oy |

'8 9198 L



56 ORANI: A model of the Australian economy

concerned with the effects of increasing T, from 1.42+0.10(r—1)/n to
1.42+0.10r/n. The effects of the first increase in T,, i.e. the increase from
1.42 to 1.42+0.10/n, were computed using the initial — A7 ' 4, matrix, with
the percentage change in T, being given by

. _0.10/n
27142

and percentage changes in all other exogenous variables being set at zero.
Then the input-output flows were updated according to the formula

' ow)® [ 1 POV 1499
(flow)' =(flow) <1+ 100)(1—1— 100),

where (flow)° is the initial value in the input-output tables and (flow) is the
value appearing after the first update. p(0) and ¢(0) are the percentage changes
in the relevant price and quantity variables generated in the first step, i.e. as
a result of increasing 7, from 1.42 to 1.42+0.10/n. Both p(0) and ¢(0) may, of
course, be either endogenous or exogenous. On completing the first update
of the input-output flows, we recomputed the A and — A{ * 4, matrices. To
compute the effects of moving T, from 1.42 +0.10/n to 1.42+0.20/n we used
this new — A ' 4, matrix, with ¢, given by
_ 0.10/n

L= 14250.10/n
The percentage changes in all other exogenous variables remained at zero.
The input-output flows were again updated. The matrix —A;*4, was
recomputed and used in calculating the effects of moving T, from 1.42 4+ 0.20/n
to 1.42+40.30/n. The final results in the n-iteration column of table 8.1 are
of the form

result_ v(0) v(1) vin—1)

where v(r — 1) is the percentage change in the variable arising at the rth step.
A glance at table 8.1 reveals that the results in every row conform very
closely to the rule

R(2m)— R(m)=2(R(4m)— R(2m)), (8.18)

where R(s) is the result from the s-iteration computation and m is a non-
negative integer power of 2. For example, when we look at the results for
variable 18, we see that

R(16)—R(8)= —3.1143+43.1238=0.0095

100

100.
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and
R(8)—R(4)= —3.1238+3.1431=0.0193,
ie.
R(8)—R(4)~2[R(16)—R(8)].
This suggests an easy way to compute

R(o0)= lim {R(2%)|q=positive integer},
q—

where R(o0) is the MO result without linearization error. We simply note
that (8.18) implies that*3

R(c0)=R(2m)+ (R(2m) — R(m)). (8.19)

In the “infinity” column we have applied (8.19) with m=32. For example, in
row 18 we have

R(00)=R(64)+(R(64)—R(32))
= —3.1073+0.0023
= —3.1050.

There can be no doubt that these calculations provide highly accurate
estimates of the true MO results. We will in fact accept them as being free
from linearization error. This leaves us in a position to answer two important
questions. How close were we to the true results after a 1-iteration calcula-
tion? How close could we get by applying (8.19) with m=1?

In the final column of table 8.1 we have expressed the absolute differences
between the R(oo)s and the R(1)’s as percentages of the absolute values of
the R(oo)'s. The results are certainly encouraging for users of the Johansen
method. The linearization errors generated in the particular experiment
under consideration average about 5 percent, with the largest being 10 per-
cent. Even the 10 percent error could hardly be of any practical concern. It
would be a brave model user who would express a strong preference between
—1.0066 percent and — 1.1110 percent as alternative projections of the effect
on aggregate imports of a 25 percent increase in a particular tariff. Neverthe-

33From (8.18) we have

R(2Zm)—R(m) =2(R(4m)— R(2m))
R(4m) - R(2m)=2(R(8m) - R(4m))

R()—R(m) = 2(R(%0)— R(2m))

On rearranging we obtain (8.19).
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less, if there were a need to eliminate linearization errors, it appears that this
could be achieved with only a single update of the input-output flows and a
single recomputation of the A and — A; ' A, matrices. The column marked
“2-iteration extrapolation” was generated by applying (8.19) with m=1. The
results are almost indistinguishable from those in the infinity-column.

Cautious readers will be wondering whether there is any basis for expecting
these very encouraging results to be applicable outside MO or for experi-
ments apart from a 25 percent increase in the tariff on good 2. We have run
many different experiments with MO including a complete removal of the
tariff on good 2. In all the cases examined so far we have found that rule
(8.18) is an excellent approximation and that linearization errors are almost
completely eliminated by extrapolation from the results for the 1- and 2-
iteration computations. For example, in table 8.2 we have redone the macro
package (last column of table 7.1) using various numbers of iterations.*> For
these calculations the list of exogenous variables given in table 6.1 was
modified by the addition of ¢ and AB and the deletion of f3;)and cg. (The
short-cut method described in subsection 7.4 was no longer convenient.)
Labour demand was increased by 5 percent using one, two, four, etc. steps.
The table implies that there were only small linearization errors associated
with our initial computation of the macro package and that these become
barely detectable when we apply (8.19) with m=1.

Our guess is that rule (8.18) [which is the basis for the extrapolation
technique (8.19)] means that the solution equations (8.13) for MO can be
closely approximated over the policy-relevant domain of X by the quadratic
equations

G{X)=U;+ VX +IXWX, i=1,...,393 (8.20)

where G;(X) is the value for the ith endogenous variable and U;, V; and W;
are, respectively, 1 x 1, 1 x 13 and 13 x 13 matrices of coefficients. This con-
jecture is based on the fact that if we applied (8.14) in the context of (8.20),
then we would observe the relationship (8.18) as we varied the number of
steps (n) in our computations, i.e. if (8.20) were precisely valid and we were
making precise evaluations of the Jacobian Gx(X) as we moved X from X
to X;+AX, then (8.18) would hold exactly (see subsection 31.5). If, on the

33The small differences between the results in the macro package column of table 7.1 and
those in the 1-iteration column of table 8.2 are caused by rounding. The computations in table
7.1 were made with the 4 matrix as in table 5.1, i.e. with each coefficient correct to two decimal
places. By the time table 8.2 was generated, the process of computing A from the input-output
flows had been computerized and a higher level of accuracy was achieved.

3*Recall that MO has 52 variables and 39 equations.
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other hand, (8.20) were merely a good approximation and/or we were only
approximating the Jacobian as we moved X, then we would expect (8.18) to
be only approximately valid. This has been the case with our MO computa-
tions. Thus, our computations are consistent with (although not definitive
evidence for) the hypothesis that MO solution equations are very closely
approximated by the quadratic form (8.20) in the relevant domain of X.

The equations which make up the structural form of ORANI involve nei.-
linearities of the same general nature as those encountered in the structural
equations of MO. Since there is strong evidence to suggest that the solution
equations for MO are approximately quadratic, it is reasonable to suppose
that the solution equations for ORANI are approximately quadratic. The
application of the n-step procedure and the extrapolation rule (8.19) to
ORANI support this supposition. The results reported in section 47 indicate
that the elimination of linearization errors from ORANI computations can
be achieved with very small numbers of recomputations of the A and
— A7 ' A, matrices.

9. Concluding remarks

In our work at the IMPACT Project, we have found it rewarding to build
models of models.?> These miniature models have had several purposes.
First, they have provided our professional colleagues with easy access to our
main models. For example, by presenting MO in this book, our objective
has been to introduce readers in a comparatively painless way to the key
ideas and techniques [see (i}-(vi) in section 3] underlying ORANL Secondly,
we have found miniature models to be effective teaching aids. MO has been
successfully used in advanced undergraduate courses. Students find it reassur-
ing to be able to look at a complete set of input-output flows on a single
page (see fig. 4.2). They enjoy using pocket calculators to check the evaluation
of the A4 matrix (see table 5.1) and they quickly come to understand the
complementary roles of theory and data in model building.

Finally, our miniature models have played an important part in our
research. They have enhanced our understanding of various results from our
main models. For example, it was our examination of results from MO that
led us to recognize why ORANI, even when set up in neoclassical mode, will,
nevertheless, produce a Keynesian employment response to an increase in
aggregate demand (see subsection 7.3). MO was also important in our

35 Apart from MO, other miniature models built at IMPACT include Dixon (1978a, b).
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development of the n-step procedure (described in section 8) for eliminating
Johansen linearization errors. The very encouraging performance of the
n-step procedure when applied to MO gave us the confidence to commit the
required resources to programme it for the main model. As can be seen from
section 47, our computational experience with MO was a valid guide to
what we would find with ORANI.





