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ABSTRACT:  Recently a new method has emerged for uncovering the factors driving regional           
disparities in growth performance. The method involves historical analysis with a multiregional 
computable general equilibrium model. This paper has three main aims. The first is to demonstrate the 
capacity of the CGE historical technique to decompose the causes of regional divergence into clearly-
specified economic factors. The second is to provide a generic miniature model that can be used as a 
template for adapting any multiregional CGE model to give it the capacity for undertaking historical 
analysis. The third is to demonstrate that this same miniature model can be used to explain the regional 
results in terms of the major model mechanisms behind them. 
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1. INTRODUCTION 
 

Uncovering the reasons why some regional economies perform better than others 

has long been a research interest of regional scientists. For instance, the original 

reason for the development of shift-share analysis almost five decades ago by DUNN 

(1960) and others was to undertake “ex post analysis of the components of regional 

employment change” (STEVENS and MOORE, 1980).  In this paper we present a 

new way of analysing the factors underlying disparities in regional growth rates, 

which differs substantially from the array of techniques developed over the years. Our 

method is based in computable general equilibrium (CGE) modelling and delivers a 

detailed method of ex post analysis grounded in a comprehensive theoretical structure. 

The method thus forms a useful addition to existing techniques such as modern-day 

shift-share analysis and regression analysis2. 

Computable general equilibrium models have become an increasingly used tool 

in regional economic analysis over recent decades (PARTRIDGE and RICKMAN, 

1998, and DOI, 2006). These models specify the behaviour of economic agents within 

an economy-wide framework, with agents such as firms, households and investors 

generally being treated as constrained optimizers acting in competitive markets. CGE 

models may be single region, multiregional, national or multi-country, and generally 

contain a reasonably disaggregated industry and commodity structure. Until 

comparatively recently, CGE models, particularly in regional analysis, have tended to 

be comparative-static and used to answer “what-if” policy questions. In recent years, 

particularly in the case of national and multi-country models, there has been an 

upsurge in the use of dynamic CGE models (see, for instance, the papers in 

HARRISON et al., 2000b). While such dynamic models are also commonly used to 
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address policy questions, they have also opened up CGE modelling to forecasting and 

historical analysis (ADAMS et al., 1994). 

Dynamic CGE modelling has been taken up more slowly at the regional level.  

HARRIGAN et al., 1991, provide an early example of the introduction of dynamic 

elements (adjustment of stocks in each solution period) into a CGE model of a sub-

national region (the AMOS model of Scotland).  In the latter half of the 1990s 

dynamic multiregional CGE models began to appear.  Minimal dynamics that allowed 

average annual forecasting were included in a new Australian general-purpose 

multiregional model, MMRF (NAQVI and PETER, 1996), and the AMOS model was 

extended to a two-region model of the United Kingdom known as AMOSRUK 

(MCGREGOR, et al., 1999).  Towards the end of the decade, both of Australia’s 

large-scale multiregional models FEDERAL (MADDEN, 1996) and MMRF were 

upgraded to include recursive dynamic features developed during the early 1990s for 

the Australian national CGE model, MONASH (DIXON and RIMMER, 2002).  This 

generated the FEDERAL-F (GIESECKE, 2000) and MMRF-GREEN (ADAMS et al., 

2000) models. 

At its basic level, the introduction of recursive dynamics means the linking of a 

sequence of single-period equilibria via stock-flow relationships. The equilibria thus 

computed change through time as the value for the model’s stock variables change. 

Flows in previous periods (such as investment, interregional migration, and 

government borrowings) influence the values for endogenous variables computed in 

each period through their contribution to the values for the model’s stock variables 

(such as capital, population and government debt) in each period. 

In addition to the above MONASH also provides new features regarding model 

closure (classification of variables into endogenous and exogenous categories) that 
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facilitated historical analysis. GIESECKE (2002) introduced these features into his 

new FEDERAL-F model opening the way to employing the regional historical 

technique discussed in this paper. As will be explained in detail in the next section, 

the technique employs a two-stage simulation process; the first to determine 

(otherwise unobservable) movements in structural and policy variables (the historical 

simulation); the second to explain observed economic outcomes in terms of causal 

factors (the decomposition simulation). GIESECKE (2002) employed this historical 

technique, first developed for the national MONASH model (DIXON and 

MCDONALD, 1993), in simulations with the two-region FEDERAL-F model to 

uncover a number of causes for the divergent performance of the state of Tasmania 

from the rest of Australia for the period 1992-93 to 1998-99. Subsequently, 

GIESECKE and MADDEN (2004) decomposed the factors underlying the growth 

rates of eight Australian regions using a top-down method. In the research reported in 

this paper we examine the period 1996-97 to 2003-04 employing the historical 

technique for the first time within a many-region bottom-up model. The model is a 

new version of the 8-region (6 states and two territories) MMRF model of the 

Australian economy which incorporates, like FEDERAL-F, a detailed specification of 

structural and policy variables at the state level and virtually all of the dynamic 

features of MONASH. 

We report our results from the MMRF simulations in Section 5. An important 

purpose of the present paper is to explain our results in a way that can be readily 

understood by readers unfamiliar with the MMRF model. To do this we explain our 

results in terms of a miniature model. While this model is small and aggregated, it is 

sufficient to explain the major MMRF results. Another advantage of presenting this 

miniature model in this paper is that it can serve as a generic miniature template for 
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those wanting to apply the historical technique in other countries using their own 

multiregional CGE models. 

We will refer to the miniature model as the BOTE model.  The traditional use for 

miniature, or back-of-the-envelope, models was as an aid in interpreting results. They 

also play a very useful role in communicating results from large and complex CGE 

models (DIXON et al., 1984). One purpose of our concentration on the BOTE model 

is to demonstrate the explanatory power of such miniature models that are 

infrequently found in the regional CGE literature. Our main reason for concentrating 

on our BOTE model, however, is that mentioned at the end of the previous paragraph; 

that is, to make the historical technique accessible to other regional modellers. The 

BOTE model can be generalised to any regional CGE model that assumes optimising 

behaviour on the part of firms and households, constant returns to scale production, 

Armington sourcing assumptions between domestic and foreign goods, and between 

domestic goods from alternative domestic sources, and downward sloping foreign 

export demand schedules3. Instances of suitable multiregional CGE candidates for 

adaptation to allow historical simulations would include models like B-MARIA, a 

multiregional model of Brazil based on MMRF (HADDAD and HEWINGS 1999), 

and AMOSRUK. 

In the next section we explain the historical modelling approach. In Section 3 we 

describe our BOTE model and describe the decomposition simulation closure.  In 

Section 4 we describe the historical simulation closure. In section 5 we provide a 

detailed discussion of the decomposition simulation, evaluating the causes of the 

regional historical outcomes, before proceeding to some conclusions.  All our 

explanation of causal factors and their particular effect on economic performance is in 

terms of variables from the BOTE model. Readers interested in more detail about the 
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MMRF model that generated the results should consult PETER et al. (1996). 

However, for the purposes of this paper, the discussion in terms of the BOTE model is 

self-contained. 

  
2. THE HISTORICAL MODELLING APPROACH 

The aim of historical modelling with a regional CGE model is to explain regional 

economic history. This is quite a different aim to that pursued in standard applications 

of regional CGE models, which typically involve undertaking counterfactual 

simulations in which some feature of the structure of the economy (such as, say, 

regional productivity, or foreign demand for regional commodities) is shocked, and 

the implications of this shock are explored for endogenous variables such as gross 

regional product and regional employment.   

To use a regional CGE model to explain economic history, regional economic 

history must be imposed on the model. However under a standard or typical closure of 

a regional CGE model, this is not possible, since most of the variables describing 

economic history are endogenous. That is, variables describing such observable 

features of regional economic outcomes as gross regional product, household 

consumption spending, regional exports, regional employment, and so forth, are 

naturally among the set of endogenous variables in a typical closure of a regional 

CGE model. The left hand side of Figure 1 describes such a closure. Following 

DIXON and RIMMER (2002), and for reasons that will become apparent in our 

discussion of results in Section 5, we call this standard or typical closure the 

“decomposition closure”. Under this closure, the exogenous variables describe 

features of the structure of the regional economy. These structural features include 

such things as regional productivity, foreign willingness to pay for regional exports, 

domestic preferences for goods from alternative domestic regions, and the regional 
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distribution of public spending. The historical simulation seeks to explain regional 

economic history in terms of changes in such structural variables. 

To uncover the historical movements in the structural features of the regional 

economy that were responsible for observed historical outcomes, variables describing 

structural features of the economy must be endogenous. Since these variables are 

usually exogenous, this requires that a novel closure must be imposed on the model. 

The nature of this closure is sketched on the right hand side of Figure 1. As Figure 1 

shows, the essence of the historical closure is to exogenously determine variables 

describing observable features of regional economic outcomes, so that they can be set 

equal to their actual observed values during the historical simulation, allowing the 

model to calculate accommodating movements in variables describing economic 

structure. For each observable variable that is determined exogenously in the 

historical closure, a related feature of the structure of the regional economy must be 

determined endogenously. In Section 4 we explain this process in some detail using 

the template model outlined in Section 3. 

Once the simulation values for the non-typical endogenous variables describing 

economic structure (such as regional productivity, positions of foreign export demand 

curves, and so forth) have been estimated using the historical simulation, we wish to 

understand the contributions of the historical movements in these structural variables 

to observed economic outcomes. This is the purpose of the decomposition simulation. 

By applying the historical simulation values for the structural variables as exogenous 

shocks to the model under a standard or decomposition closure (the left hand side of 

Figure 1), we can decompose observed economic outcomes into the contributions of 

changes in individual structural features of the economy4. The decomposition 

simulation exactly reproduces the (now endogenous) values for the observable 
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features of the economy that were imposed exogenously on the model during the 

historical simulation. 

 

3. A GENERAL TEMPLATE FOR REGIONAL HISTORICAL MODELLING: 
THE BOTE MODEL 

 
3.1 Equations of the BOTE model. 

The BOTE model contains just seventeen types of equations. These equations are 

explained in this sub-section.  

Equation (1) is the gross regional product (GRP) identity in constant price terms. 

Statistical agencies can typically provide regional estimates for real gross regional 

product from the income side, the components of regional absorption ( rC , rI , S
rG  and 

F
rG ), real foreign exports ( rX ) and foreign imports ( rM ). However inter-regional 

trade data are often not available, meaning that region-specific values for inter-

regional exports and imports are not available. Hence (1) identifies the net interstate 

balance of trade ( rISBOT ) only. 

 (1) (S) (F)
r r r r r r r rY = C I G G +X M ISBOT+ + + − +  

where rY  is real gross regional product (GRP), rC  is real regional private 

consumption spending, rI  is real regional gross fixed capital formation, (S)
rG  is real 

state government consumption spending in region r, (F)
rG  is real federal government 

consumption spending in region r. 

Equation (2) relates regional output to inputs of primary factors and technology 

via a constant returns to scale production function. rA  is a technology variable 

describing the effectiveness with which regional inputs of primary factors are 

transformed into output, and A  is an economy-wide shift on primary factor 

efficiency, with an initial value of 1.  

(2) r r r rY = [1/{A A }] (L ,K )f  

where rL  is regional employment and rK  is the regional capital stock. 

Equations (3) – (6) are a stylised representation of the equations implementing a 

typical long-run regional labour market closure. Equation (3) facilitates the exogenous 
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determination of regional real consumer wage relativities across regions. Equation (4) 

states that the sum of regional pre-migration populations ( *
tQ ) is equal to the sum of 

regional post-migration populations ( tQ ) (that is, t tISM =0Σ ). In conjunction with 

(6), equation (4) effectively determines national employment ( t tLΣ ), requiring the 

real economy-wide consumer wage (W) to be endogenous5. Equation (6) defines 

regional employment (in hours) as the product of regional population ( rQ ), the share 

of the regional population that is of working age ( rSW ), the regional participation rate 

( rPR ), the regional employment rate6 ( rER ) and the number of hours worked per 

worker ( rHL ). Of course, in operational regional CGE models, the details of the 

labour market closure can take a slightly different form. For example, in the MMRF 

decomposition simulation for which we report results in Section 5, we allow the 

national population to move between regions such that per-capita “migration income” 

is equated across regions. The definition of migration income includes only those 

elements of real income (such as real (regional CPI deflated) expected wages, 

government personal benefit payments, public consumption spending, and so forth) 

that depend on one’s location of residence. It explicitly excludes capital and land 

rentals, since households are assumed to carry their capital and land ownership claims 

with them as they move between regions. The MMRF theme of equalisation of 

migration income across regions via inter-regional migration can be represented in 

BOTE equations (4) to (6) by the exogenous determination of rF  and the endogenous 

determination of rQ .  

(3) r rW =W F⋅  

(4) *
t t t tQ Q=Σ Σ  

(5) *
r r rISM =Q Q−  
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(6) r r r r r rL = Q SW PR ER HL⋅ ⋅ ⋅ ⋅  

where rW  is the real regional consumer wage, rF  is the ratio of the regional real wage 

to the national real wage, and rISM  is net inter-regional migration to region r.  

Equation (7) determines the regional price level ( rP ) as a function of the 

efficiency of regional primary factor usage ( rAA ) and the prices of regional primary 

factors. More formally, it is the cost-minimising unit cost function that arises from 

(2). rR  is the real rental rate per unit of region r’s capital. A typical long-run 

assumption in regional CGE models is that capital allocation across regional 

industries occurs such that risk-adjusted rates of return are equalised. This is 

accomplished via the exogenous determination of long-run rates of return. A simple 

definition of the regional rate of return on capital is the rental rate of a unit of capital 

divided by the cost of creating a unit of capital. Under long-run exogenous rates of 

return, this definition allows for movement in capital rental prices if the cost of capital 

creation changes. In practice, the assumption of exogenous rates of return is sufficient 

to tie-down much of the potential for movement in capital rental rates. To keep BOTE 

simple7, we represent the assumption of exogenous rates of return by simply assuming 

that rR  is exogenous. With rR  exogenous and rW  determined by (3), in the absence 

of changes in rA  long-run regional prices tend to move together.    

(7) r r r rP = A A (W ,R )u  

where rP  is the regional price level (GRP at factor cost deflator). 

Since (2) is constant returns to scale, under our assumption of cost-minimising 

behaviour on the part of regional producers, we can relate the regional labour / capital 

ratio to the regional rental / wage ratio only, via equation (8): 

(8) r r r rL /K = (R /W )g  
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Equation (9) defines the national price level as a function of regional price levels. 

The tS ’s are regional GRP weights in national GDP. As we discuss in Section 3.2, we 

set P as the numeraire.  

(9) tS
t tP= PΠ  

where P is the national price level (GDP at factor cost deflator). 

We use the Armington (CES) assumption to impose imperfect substitution 

possibilities between imported (foreign) and domestic goods. In general functional 

form, this gives rise to equation (10), which relates region r’s foreign import volumes 

( rM ) to regional activity (represented here by rY ), and the price of goods produced in 

region r expressed in foreign currency terms ( rP Φ ) relative to the price of competing 

imported goods expressed in foreign currency terms ( FP ). Equation (10) also includes 

the variable, rΘ , which represents a cost-neutral autonomous change in the 

Armington parameters governing the preference of region r agents over Australian 

versus imported goods8. 

(10) r r r F rM = (Y ,P /P , )h Φ Θ  

where Φ  is the nominal exchange rate (foreign currency units per local currency 

unit). 

Equation (11) determines regional export volumes ( rX ). The domestic currency 

price of region r’s exports are represented in (11) as the cost of region r’s output ( rP ) 

plus a mark-up or profit on the supply of goods to the export market ( rT ). Regional 

export volumes are inversely related to their foreign currency price ( r r{P T }Φ +  in 

equation 11). Shifts in foreign willingness to pay for region r’s exports (i.e. foreign 

export demand schedule) are represented by movements in rV .   

(11) r r r F rX = ( {P T }/P ,V )b Φ +  

Equations (12) to (14) describe common long-run treatments for government and 

investment demands. Equation (12) defines the ratio ( (S)
rΓ ) of state government 

consumption ( (S)
rG ) to private consumption ( rC ) in region r. Equation (13) defines 
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the ratio ( (F)
rΓ ) of federal government consumption in region r ( (F)

rG ) to national 

private consumption. Equation (14) defines the ratio ( rΨ ) of regional real investment 

( rI ) to the regional capital stock ( rΨ ). 

(12) (S) (S)
r r rG /C =Γ  

(13) (F) (F)
r t t rG  / C = ΓΣ  

(14) r r rI /K =Ψ  

Equation (15) describes the regional consumption function. Regional real private 

consumption ( rC ) moves with regional income under a given average propensity to 

consume ( rAPC ). In equation (15) regional income is expressed as real GRP at factor 

cost multiplied by a positive function of the regional terms of trade, less interest 

payments on net foreign liabilities. Foreign interest payments are represented by 

rNFL R , where rNFL  are region r’s net foreign liabilities and R  is the interest rate 

on net foreign liabilities. The regional terms of trade depend on the price of interstate 

exports relative to the price of interstate imports (represented here by rP /P ) and the 

price of regional foreign exports relative to the price of regional foreign imports 

(represented here by rTOT ). 

(15) r r r r r rC =APC [ (P /P,TOT ) Y NFL R ]j −  

where rAPC  is the average propensity to consume out of gross regional income, 

rTOT  is region r’s international terms of trade. 

Equation (16) determines the inter-regional balance of trade (ISBOTr). A given 

region’s interstate balance of trade will tend to move towards deficit (surplus) if 

prices in the region rise (fall) relative to the national average (represented here by 

rP /P ), if the region’s economic activity rises (falls) relative to the national average 

(represented here by r t tY / YΣ ) or if there is an autonomous change in preferences in 

all regions away from (towards) the region’s products (represented here by rΞ ).  

(16) r r r t t rISBOT = (P /P, Y / Y , )Σs Ξ  



12 
 

where rΞ  is an autonomous shift in regional preferences towards region r goods and 

away from goods sourced from the rest of the country. 

Equation (17) defines the regional foreign terms of trade ( rTOT ) as the ratio of 

the price of the region’s exports to the foreign price level, expressed in common 

currency.  

(17) r r r r FTOT = {P +T }/PΦ  

 

3.2 Operation of the regional BOTE model in long-run: the decomposition 

closure 

The BOTE model consists of 15×r + 2 equations in 32×r + 6 unknowns. A 

decomposition closure of equations (1)-(17), which illustrates the decomposition 

closure under which the MMRF simulations described in Section 5 are conducted, is 

to determine the 17×r + 4  variables A , rA , rF , *
rQ , rSW , rPR , rER , rHL , rR , P , 

FP , rΘ , rT rV , (S)
rΓ , (F)

rΓ , rΨ , rAPC , rNFL , R  and rΞ  exogenously, and allow the 

model to determine the 15×r+2 variables rY , rC , rI , S
rG , F

rG , rX , rM , rISBOT , rL , 

rK , rW , W , rISM , rQ , rP , Φ  and rTOT .  

In our discussion of results we will use the BOTE model to explain how the 

shifts in structural variables lead to the effects on regional performance variables.  It 

is useful to consider at this stage the manner in which this system of simultaneous 

equations operates under the decomposition closure. While this may not be 

immediately obvious, we develop a procedure that leads us through the transmission 

mechanisms under the decomposition closure. Our view is that a natural place to enter 

the system of simultaneous equations is (1), and to begin by viewing GRP as demand 

determined (that is, rY  determined by the RHS components of equation 1). Recall that 

in MMRF regional rates of return on industry specific capital are exogenous. In 
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BOTE we represent this by the exogenous determination of rR . The regional wage, 

rW , is endogenous via (3), but with rF  exogenous and W determined by economy-

wide factors, rW  is largely insulated from changes in regional economic conditions. 

Hence the exogenous status of rR  in conjunction with (3) effectively determines the 

regional labour / capital ratio via (8). With rY  determined by (1) equations (2) and (8) 

simultaneously determine rL  and rK . With rL  thus determined, and with rSW , rPR , 

rER  and rHL  exogenous, (6) determines the regional post-migration population rQ . 

With *
rQ  exogenous, this determines inter-regional migration ( rISM ) via (5). Via (4) 

the sum of inter-state migration must be zero. This requires W to be endogenous to 

clear the national labour market. With rW  determined by (3), (7) determines the 

regional price level. The roles of Φ  and P are not immediately obvious from BOTE. 

The real exchange rate (PΦ / FP ) must be endogenous at the national level to ensure 

that the national balance of trade implied by the difference between national output 

and national absorption is the same as the national balance of trade implied by the 

price-sensitive behaviour of domestic and foreign agents. With the foreign price level 

( FP ) exogenous, endogeneity of the real exchange rate can be achieved via the 

endogenous status of either Φ  or P. We choose P as the numeraire and let the real 

exchange rate be determined via movements in Φ . Now, with FP , rΘ , rT  and rV  

exogenous, Φ  determined by national economic conditions, regional price levels 

determined by (7), and regional activity determined by (1), equations (10) and (11) 

determine regional foreign imports ( rM ) and regional foreign exports ( rX ) 

respectively. With rNFL   treated as exogenous in BOTE9, and with rY , rP  and rTOT  

largely tied down by (1), (7) and (17), equation (15) determines real private 
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consumption. Since (S)
rΓ  and (F)

rΓ  are exogenous, equations (12) and (13) allow 

regional and federal government consumption to move with state and national private 

consumption. With movements in regional capital stocks determined by (2) and (8), 

equation (14) determines regional investment spending. With rΞ  exogenous and the 

relative price of region r’s goods determined by (7) and regional activity determined 

by (1) equation (16) determines the regional interstate trade balance. Equation (17) 

determines the regional foreign terms of trade. 

 

4. HISTORICAL CLOSURE 

Following the approach pioneered by DIXON and RIMMER (2002) in their 

development of a national historical closure, we develop the regional historical 

closure in a series of steps. As DIXON and RIMMER (2002) describe, the historical 

closure is an unfamiliar one, and thus presents a number of practical difficulties. 

These practical difficulties are overcome by using a stepwise approach to gradually 

develop the historical closure. The stepwise approach also emphasises the economic 

relationships between the exogenous observable variables and the endogenous 

structural variables. We have a valid closure of the regional CGE model at each step 

in the development of the historical closure. This aids trouble-shooting. It also allows 

us to develop a far richer closure (allowing the exogenous determination of a large 

amount of economic history) than would be possible without a stepwise approach.   

Starting with the decomposition closure described in Section 3.2, we commence 

the development of the historical closure by moving (S)
rG  to the set of exogenous 

variables and (S)
rΓ  to the set of endogenous variables. Next, federal consumption 
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spending in each region ( (F)
rG ) is determined exogenously at its historically observed 

value via endogenous determination of (F)
rΓ .  

Foreign import volumes ( rM ) into each region are determined exogenously via 

the endogenous determination of the region specific import/domestic twist variables 

( rΘ ).  

Real investment spending by region ( rI ) is determined exogenously via the 

endogenous determination of regional investment/capital ratios ( rΨ ). Real private 

consumption by region ( rC ) is determined exogenously by allowing the model to 

determine movements in the regional propensity to consume ( rAPC ). 

Export volumes by region ( rX ) are determined exogenously in two steps. By this 

stage of the creation of the historical closure, rC , rI , S
rG , F

rG  and rM  are exogenous. 

At the national level, this ties down all the expenditure side components of national 

GDP other than national exports. Again at the national level, with national 

employment formally endogenous but effectively exogenous via equations (4) and 

(6), and with capital rental rates exogenous, the national capital stock is effectively 

given, and hence so too is national GDP from the supply side. The exogenous 

determination of all regional exports effectively determines national exports. As 

DIXON and RIMMER (2002) point out, at the economy-wide level, this requires 

some supply-side freedom, either via terms of trade induced changes in the capital 

stock, or via movement in primary factor productivity. Accommodation via 

movements in the terms of trade can be implemented by swapping the 

endogenous/exogenous status of rX  and rV . Under such a closure, the rapid growth 

in Australian exports over the historical period will be accommodated by very large 
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rightward shifts in rV  and attendant increases in the terms of trade and hence the 

capital stock. The other alternative is to provide supply side freedom by endogenously 

determining rA  rather than rV . At this point, we follow the strategy adopted by 

DIXON and RIMMER (2002) in the development of their national historical closure: 

we provide for the exogenous determination of regional export volumes by moving 

both regional export demand curves and regional export supply curves. Hence we 

simultaneously swap rX  with rV , and swap the economy-wide shifter on primary 

factor productivity (A) with the nominal exchange rate (Φ ). As discussed in Section 

3.2 above, with the national price level as the numeraire, the role of the nominal 

exchange rate is to determine the real exchange rate. Now, under the historical 

closure, the model determines the split between movements in rV  and movements in 

A with the national exchange rate and regional export volumes set at their historically 

observed values10.  

By this stage of the development of the regional historical closure, we have 

exogenously determined all elements of the expenditure side of GRP other than 

rISBOT . The next step is to tie-down GRP’s from the expenditure side by 

exogenously determining rISBOT . The rISBOT ’s necessarily sum to zero, hence 

determining r-1 of the rISBOT ’s exogenously is sufficient to determine the rth 

rISBOT . We allow ISBOTNSW to be endogenous, and exogenise the remaining r-1 

tISBOT ’s via endogenous determination in cost-neutral twists in preferences for t’s 

products ( tΞ ) on the part of agents in all regions.   

In the final step we exogenously determine regional employment. The level of 

national employment is effectively tied down by the exogenous status of *
rQ , rSW , 
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rPR , rER  and rHL  and equations (4) – (6). Hence exogenous determination of r-1 

regional employments effectively determines employment for the rth region. We 

exogenously determine regional employment ( rL ) for all regions other than New 

South Wales (NSW) via endogenous determination of the corresponding primary 

factor technical change variable, rA . At this stage of the development of the historical 

closure, A and r-1 of the rA ’s are endogenous. The final swap is with A and the r’th 

rA .    

Continuing with the BOTE example, the historical simulation consists of 

shocking the exogenous elements of (S)
rG , (F)

rG , rM , rI , rC , rX , Φ , tISBOT , rL , 

*
rQ , rSW , rPR , rER  and rHL  with values reflecting their historical movement 

between 1996/97 and 2003/04, and allowing the model to calculate the movements in 

the structural variables (S)
rΓ , (F)

rΓ , rΘ , rΨ , rAPC , rV , tΞ  and rA . In the 

decomposition simulation, the model is simulated under a decomposition closure. The 

variables (S)
rΓ , (F)

rΓ , rΘ , rΨ , rAPC , rV , tΞ  and rA  are exogenous and shocked equal 

to their historical simulation values, as are *
rQ , rSW , rPR , rER  and rHL . The 

decomposition simulation exactly reproduces the historical simulation values for (S)
rG , 

(F)
rG , rM , rI , rC , rX , Φ , tISBOT  and rL . More importantly, using a decomposition 

algorithm such as that of Harrison et al. (2000), the movement in any endogenous 

variables can be decomposed into the contributions of the shocks to each of the 

exogenous variables, thus providing a full decomposition of regional economic 

history.     

 



18 
 

5. DECOMPOSITION SIMULATION: EVALUATING THE CAUSES OF 

REGIONAL HISTORICAL OUTCOMES 

Table 1 shows the results generated by our MMRF simulations11. Using the 

decomposition algorithm of HARRISON et al. (2000a) the structural factors can be 

clustered into a number of groups. Looking at the headings of Table 1, we can see 

thirteen groups of structural factors (one per column) affecting economic performance 

of Australian regions over the period 1996/97-2003/04. In this section we will 

proceed through these factors in turn, examining their impact on the major national 

and regional aggregates so as to explain deviations in real GRP away from the 

national average. As noted earlier, our explanation will rely on BOTE model 

mechanisms as described in Section 3.2. 

We should note, however, that the MMRF model produces results for a large 

number of variables, and the decomposition simulation is detailed in terms of the 

large number of shocks that are imposed on the model. In this paper we focus on the 

theme of relative regional economic performance. We use the results of the historical 

and decomposition simulations to explain deviations in regional real GRP away from 

the national average.  

 

Column 1: Momentum 

Column 1 isolates what would have happened to the Australia’s regional 

economies over the study period had none of the shocks represented by columns (2) 

through (13) occurred. In terms of BOTE, our first expectation is that in the absence 

of changes in such variables as rA , *
rQ  and rR , there should be no change in rK  or 

rI . For rK  not to change, investment over the period 1996/97-03/04 need only be 
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sufficient to cover depreciation on the 1996/97 capital stock. In the initial database 

(1996/97) domestic savings is significantly larger than depreciation investment. With 

little change in the national capital stock in column (1), this surplus of annual savings 

over annual depreciation investment generates a large reduction in NFL as a 

proportion of GDP over the seven years of the study period. Via equation (15), the fall 

in NFLr allows real consumption spending to rise (row 2). The macro closure allows 

for little change in real GDP (row 1), hence with real consumption higher the balance 

of trade must move towards deficit (rows 6 and 7). This requires appreciation of the 

real exchange rate (row 14) and contraction in export volumes (row 6). Via equation 

(11) the contraction in export volumes causes the national terms of trade to improve 

(row 16). It is the improvement in the terms of trade, in addition to a compositional 

effect in the form of consumption spending being relatively capital intensive due to 

spending on dwellings, that accounts for the small rise in the capital stock (row 1). 

Turning to the regional results, we can see that the momentum shock causes the 

largest expansions in economic activity in the Australian Capital Territory (ACT) and 

the Northern Territory (NT). Both regions are characterised by high levels of public 

sector employment, and NT also has high levels of mining employment. Workers in 

the public administration and mining sectors earn above average wages. Hence 

households in ACT and NT have relatively higher levels of accumulated net savings 

by 2004/05 (in terms of BOTE, per capita levels of NFL fall faster than the national 

average). This accounts for the relatively large growth in consumption spending in 

these regions. In the case of ACT, this translates to strong growth in real GRP (row 

136). However the impact of consumption growth on NT’s real GRP is mitigated by 

the real exchange rate appreciation. Together with Western Australia (WA), NT is 

relatively trade-exposed. A comparatively high share of the GRP of WA and NT is 
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value added in the export-oriented mining sector. Given its strong export-orientation, 

activity in the mining sector is adversely affected by real appreciation.    

Columns 2 and 3: natural population growth and regional labour markets 

Columns (2) isolates the effects of population growth caused by natural increase 

and foreign immigration. In BOTE we represent this by shocks to *
rQ . Column (3) 

isolates the effects of changes in regional employment rates ( rER ), participation rates 

( rPR ), and shares of the population of working age ( rSW ).  The shocks to the *
rQ ’s 

cause the national population to rise by 10 per cent (row 8). With rER , rPR  and rSW  

unshocked in column (2), via BOTE equation (6) the rise in national population 

causes employment to rise by approximately the same amount (row 9). Over the study 

period, unemployment rates fell in all regions, participation rates increased in all 

regions other than NT, and shares of the population of working age increased in all 

regions. Via BOTE equation (6), these favourable labour market changes account for 

the strong rise in national employment (row 9) in column 3. Together, columns (2) 

and (3) explain the 18 per cent increase in Australian employment over the period. 

With rates of return exogenous, this increase in employment causes the capital stock 

to rise by almost the same amount12. With employment and capital higher, so too must 

be real GDP (row 1). This causes imports to rise (row 7) which requires exports to 

expand (row 6). The expansion in export volumes requires the real exchange rate to 

depreciate (row 14). The depreciation in the real exchange rate accounts for why WA 

and NT are the two regions most favourably affected by population growth and 

improvements in labour market conditions. Both regions have relatively high shares 

of their GRP accounted for by mining industries, which are favourably affected by 

real depreciation.   
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Column 4: tariffs 

The Australian government reduced (already low) tariffs on most imports over 

the study period. Column 4 isolates the effects of tariff reductions. The textiles, 

clothing, footwear and motor vehicle industries were subject to the largest reductions 

in import protection. Activity in these industries is concentrated in Victoria (VIC) and 

South Australia (SA). Hence, while reduced protection resulted in a small allocative 

efficiency gain for the national economy (row 1), it caused small contractions in real 

GRP in VIC and SA (rows 18 and 20 respectively).   

Columns 5 and 6: state and federal consumption spending 

Columns (5) and (6) isolate the effects of changes in the ratio of state and federal 

government consumption to private consumption ( (S)
rΓ  and (F)

rΓ  in BOTE). This ratio 

fell for state government consumption spending (row 4, column 5). The study period 

also saw a small fall in the ratio of federal spending to private spending (row 5, 

column 6). The substantial fall in economy-wide state government spending caused 

national GNE to fall relative to GDP, requiring a movement towards surplus in the 

balance of trade (rows 6 and 7) and real depreciation  (row 14). Normally we expect 

real depreciation to cause expansion in the trade exposed states of WA and NT. While 

in this case this is true of WA (row 88) it is not true for NT (row 120). The NT 

government did not allow growth in public consumption spending to keep pace with 

growth in private consumption spending over the period (row 123, column 5). Ceteris 

paribus, this caused NT GRP to be 7.1 per cent lower than it would otherwise have 

been. Interestingly, the GRP-impact of the decline in NT state government spending 

was approximately matched by rising federal spending in NT (row 120, col. 6). This 

reflects an increase in federal spending on defence, associated with peacekeeping 

commitments in East Timor, operations in Afghanistan and Iraq, and a tightening of 
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border security. Many of the military personnel engaged in these operations are based 

in NT.  

Column 7: import / domestic twists 

The historical simulation revealed strong shifts in preferences towards imports 

( rΘ  in BOTE) for all regions other than ACT. Column 7 isolates the effects of these 

autonomous shifts in import/domestic preferences. At the economy-wide level, the 

movements in the rΘ ’s represented a strong shift in preferences towards imports. 

This accounts for the strong growth in national imports (row 7). With real GDP 

largely given (row 1), the growth in import volumes had to be matched by growth in 

export volumes (row 6). This accounts for the large real devaluation (row 14, column 

7). The real devaluation accounts for why the shift in preferences towards imports 

causes a significant expansion in activity in the two export-oriented regions of WA 

and NT (rows 21 and 23 respectively). With national GDP largely tied down by the 

exogenous status of employment and rates of return, economic expansion in WA and 

NT must depress activity in other regions as NT and WA attract a greater share of the 

nation’s mobile primary factors. NSW (row 17) is the region most adversely affected 

by the shift in preferences towards imports. This is so for two reasons. Firstly, NSW is 

Australia’s largest state. Hence, it must account for a high share of the labour moving 

into WA and NT. Secondly, of all the states, NSW experiences the largest shift in 

preferences towards imports. The shift in preferences towards imports is 

simultaneously a shift in preferences away from domestic (Australian) goods in 

general. For any given region, usage of domestic goods in general is largely 

comprised of goods sourced from within the region. Hence the shift in preferences 

towards foreign imports on the part of NSW agents is simultaneously a shift in 

preferences away from goods produced in NSW.          
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Columns 8 and 9: the regional terms of trade 

Column (8) isolates the effects of shifts in foreign willingness to pay for regional 

exports (in BOTE, rV ) and foreign prices (in BOTE, FP ). Column (9) isolates the 

effects of shifts in regional mark-ups on exports (in BOTE, rT ). The two columns 

should be considered together. For example, over the study period the ABS reported 

that NT export volumes increased by 1.1 per cent while the price of NT exports 

increased by 71 per cent. These statistics reflect the substantial rise over the period in 

the international prices of resources (of which the NT is a major exporter). In the 

historical simulation, the model accommodates this by simultaneously increasing 

foreign willingness to pay for NT exports (in BOTE, NTV  rises) and the mark-up or 

supernormal profit on NT exports (in BOTE, NTT rises). Columns (8) and (9) consider 

the effects of the shifts in rV  and rT  in isolation of each other. For NT, the two 

shocks have opposite effects on regional activity variables and complementary effects 

on regional price variables. The increase in foreign willingness to pay for NT exports 

(that is, the outward shift in foreign demand schedules for NT exports) causes real NT 

GRP to expand (row 120, column 8). However the rise in the profitability of the NT 

exporting activity represents an upward shift in NT export supply schedules and hence 

a leftward movement along NT export demand schedules. This causes real NT GRP to 

contract (row 120, column 9). Together, these shifts result in a contraction in NT real 

GRP of 16.8 per cent (+28.3-45.1). However both sets of shocks act to increase the 

region’s terms of trade (row 135, columns 8 and 9). This allows real per-capita 

consumption in the region to rise (real private consumption (row 121, columns 8 and 

9) is unchanged, but the NT population (row 129) declines by 9.7 per cent (+23.7-

33.5)). The story is similar in WA, Australia’s other major mining exporter. However 
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activity in VIC and SA contract. Both region’s suffer from the “Dutch Disease”. This 

can be seen by first considering the national effects of the boom in commodity export 

prices. The direct effect of the strong growth in demand for NT and WA exports is a 

rise in the national terms of trade (row 16, columns 8 and 9). This causes the national 

capital/labour ratio to rise (row 10), which accounts for the small increase in real GDP 

(row 1). The rise in the terms of trade allows real national consumption spending 

(rows 2, 4 and 5) to rise relative to real GDP (row 1). This accounts for the movement 

towards surplus in the balance of trade (rows 6 and 7) and hence the strong 

appreciation in the exchange rate (rows 13 and 14). Import-competing industries, such 

as clothing and motor vehicles, are over-represented in SA and VIC. These industries 

are adversely affected by the real appreciation.       

Column 10: productivity 

Column (10) isolates the effects of shifts in regional primary factor productivity 

(in BOTE, rA ). Over the study period, there were improvements in primary factor 

productivity in all regions. The lowest improvements in primary factor productivity 

were experienced by Tasmania (TAS) (2 per cent improvement) and NSW (3.9 per 

cent improvement). The largest gains were experienced by NT (15.5 per cent) and 

WA (10.7 per cent). This accounts for the regional distribution of real GRP gains, 

with productivity growth causing relatively large expansions in activity in WA and 

NT, and comparatively small expansions in activity in NSW and TAS.     

Columns 11 and 12: investor confidence and average propensities to consume  

Column (11) isolates the effects of shifts in investment / capital ratios (in BOTE, 

rΨ ).  The rΨ ’s increased in all regions over the period, which we interpret as 

reflecting a rise in investor confidence. This accounts for the large rise in national real 

investment (row 3, col. 11). With real GDP largely tied-down via exogenous national 



25 
 

employment and rates of return on capital, the rise in investment requires the balance 

of trade to move towards deficit (rows 6 and 7 of col. 11). This causes the real 

exchange rate to appreciate (row 14, col. 11) which is facilitated by nominal 

appreciation (row 13). Via BOTE equation (11), this causes export volumes to 

contract. Hence, via BOTE equation (1), real GRP contracts in regions with high 

export shares (namely, NT and WA). However the regional distribution of real GRP 

outcomes is also affected by the shocks to the rΨ ’s: regions with relatively large 

increases in rΨ  attract resources from the rest of the country via BOTE equations 

(14), (1) and (2). This accounts for the relatively large contraction in activity in WA 

(not only is this region adversely affected by exchange rate appreciation, it 

experiences the lowest increase in rΨ  of all regions) and the large increase in activity 

in ACT (this region experiences the largest increase in rΨ ).      

  Column (12) isolates the effects of movements in regional average propensities 

to consume (in BOTE, rAPC ). These affect the regional distribution of activity in a 

similar way to the movements in rΨ . Over the study period, average propensities to 

consume increased in all regions other than WA. Via BOTE equation (15), the rise in 

regional APC’s accounts for the strong rise in national consumption spending (row 2) 

relative to real GDP (row 1). Like the shocks to rΨ , this causes real GNE to rise 

relative to real GDP, requiring the balance of trade to move towards deficit (rows 6 

and 7) and the real exchange rate to appreciate (row 14). Ceteris paribus, exchange 

rate appreciation has an adverse effect on real GRP in the trade-exposed states of WA 

and NT. While this causes a sharp contraction in WA activity (row 21), output 

expands slightly in NT (row 23). This is because NT experiences a comparatively 

large increase in its APC over the period. Via equations (15) and (1) this provides a 
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demand-side fillip to NT’s activity that more than offsets the adverse effect of 

exchange rate appreciation.  

Column 13: Changes in domestic preferences for region-specific goods 

In MMRF, demands by agents within each region, for goods sourced from the 

home and other regions, are governed by the Armington (CES) sourcing assumption. 

In BOTE, this is represented by (16). As discussed in Section 4, in the historical 

simulation we exogenously determine r-1 interstate trade balances and allow the 

model to determine cost-neutral changes in the parameters of the Armington sourcing 

nests (in BOTE, rΞ ). Column (13) isolates the effects of the rΞ  shifts. Since these 

shifts are, by design, cost neutral, they have a negligible affect on national activity 

(rows 1–10). They do however alter the regional distribution of national activity. For 

example, over the study period the ABS recorded a substantial movement towards 

deficit in ACT’s interstate balance of trade. In the historical simulation this is 

accommodated via a shift in preferences in ACT and the rest of Australia away from 

goods produced in ACT. This accounts for the strong contraction in ACT’s real GRP 

in column 13. Other regions to experience shifts in preferences away from their goods 

were SA, TAS and NT. This explains the contraction in real GRP in these states. 

Since the shifts in preferences are modelled as cost-neutral, a given shift away from 

one source is matched by a shift in preferences towards goods from alternative 

Australian sources. Preferences shifted towards goods sourced from NSW, 

Queensland (QLD) and WA. This accounts for the expansion in real GRP in these 

regions.      
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6. CONCLUSIONS 

In this paper we outline a method that allows for regional economic outcomes to 

be explained in terms of familiar underlying economic factors and standard 

neoclassical economic theory. Our illustrative application with MMRF results 

explained in terms of the BOTE model highlights the role of such factors as 

differences in regional productivity growth, shifts in foreign demands and import 

prices, policy change and changes in preferences over source-specific goods, in 

determining observed economic outcomes across regions.  

The continuing popularity of shift-share analysis, as NAZARA and HEWINGS 

(2004, p. 476) point out, “stems from its simplicity in capturing the underlying 

changes in the variables under consideration”. Historical CGE modelling does not 

share this quality of simplicity. It does, however, offer a considerable compensation 

for this in terms of the richness of its results and their ready interpretability in terms of 

standard economic variables. We see this in the results provided in this paper.  Policy 

reform in the form of tariff reduction has been blamed by a number of Australian 

commentators for the slow growth of SA and VIC relative to QLD and WA. Our 

simulation showed that tariff reform had only a minor impact on economic activity in 

SA and VIC, and that far more important was the Dutch Disease phenomenon of 

expanding foreign demand for goods produced in the export-oriented regions of WA, 

NT and QLD leading (via real appreciation) to contractions in import-competing 

industries that are concentrated in SA and VIC.     

We have in this paper couched our analysis in terms of a simple BOTE 

representation of a regional economy in order to open up the method to as wide an 

audience as possible. As noted in the opening section, the methodology is readily 

transferable to a wide range of existing multi-regional models for various countries. 
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The MMRF model which we employ for our actual historical simulation is in wide-

spread use in Australia. The MMRF model can also be adapted to other countries, as 

the B-MARIA model of Brazil (HADDAD and HEWINGS 1999) attests. 

Our paper has emphasised the use of results from the historical simulation as 

explanatory factors in the decomposition simulation. However as DIXON and 

RIMMER (2002) describe with reference to national dynamic CGE modelling, 

historical simulation results for structural variables are also important ingredients for 

forecasting with a CGE model. In forecasting mode, Australian national and 

multiregional CGE models, use projected movements in certain structural variables 

such as productivity and taste changes on the basis of trends uncovered by historical 

simulations. Shocks to these variables, combined with forecasts for macroeconomic 

variables (from macroeconomic models) and for other variables such as commodity 

exports (from industry specialists), can be used in CGE forecasts to make detailed 

predictions about regions and industries. Thus there are further rewards to the 

adoption of the dynamic CGE modelling techniques presented in this paper. 
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Figure 1: Decomposition and historical simulations – broad overview 
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Table 1: Decomposition results, state and national macroeconomic variables, 1996/97 - 2003/04   
 (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) 
 Momentum Natural 

population 
growth

Labour market Tariffs State 
government 

consumption

Federal 
government 

consumption

Import / 
domestic 

twists

Export 
demands & 

import prices

Export mark-
ups

Productivity Investment / 
capital ratios

Average 
propensity to 

consume

Inter-regional 
sourcing 

twists 

Total 

National results    
1   Real GDP 0.6 9.9 7.3 0.1 0.2 0.0 -0.6 2.8 -0.7 10.4 0.2 1.1 -0.1 31.3 
2   Real private consumption 3.8 6.9 2.8 0.2 -0.5 -0.1 -2.7 9.2 0.4 7.3 2.3 8.4 -0.1 37.8 
3   Real investment 1.4 10.0 7.6 0.3 0.2 0.0 -1.7 9.1 -2.0 6.3 26.7 2.8 -0.5 60.1 
4   Real state government consumption 3.6 6.6 2.7 0.2 -12.4 0.0 -2.5 9.1 0.0 7.0 2.1 7.8 -0.2 24.1 
5   Real federal government consumption 3.8 6.9 2.8 0.2 -0.5 -0.8 -2.7 9.1 0.4 7.3 2.3 8.4 -0.1 37.0 
6   Export volumes -11.0 20.4 22.1 0.2 8.8 0.5 31.7 -9.6 -5.2 23.6 -28.1 -24.7 0.5 29.3 
7   Import volumes 2.9 8.1 3.8 1.2 -1.0 0.0 26.2 25.4 -2.7 5.8 10.9 6.4 -0.1 86.7 
8   Population 0.0 10.1 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 10.1 
9   Employment (wagebill weighted) 0.0 10.5 7.7 0.0 0.0 0.0 -0.1 0.1 0.0 0.0 0.0 0.0 0.0 18.2 
10 Capital stock (rental weighted) 2.3 8.0 6.2 0.3 0.1 0.0 -2.9 8.7 -0.5 5.3 1.2 5.0 -0.1 33.4 
11 Real wage 1.9 -4.1 -4.2 0.5 -1.6 -0.1 -5.0 15.2 -1.3 9.2 4.9 4.2 -0.3 19.2 
12 GDP deflator 0.8 -1.5 -1.6 0.0 -0.6 -0.1 -2.1 8.0 0.1 -0.8 2.0 1.7 -0.1 28.6 
13  Nominal exchange rate 2.8 -5.6 -5.9 -0.2 -2.3 -0.1 -7.8 29.0 -2.5 -5.3 7.1 6.3 -0.2 -4.6 
14 Real exchange rate 3.7 -6.8 -7.2 -0.2 -2.8 -0.1 -9.2 47.7 -2.4 -5.8 9.9 8.6 -0.3 20.1 
15 CPI 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 22.1 
16 Terms of trade 2.8 -5.2 -5.6 -0.1 -2.2 -0.1 -8.1 34.3 1.3 -6.0 7.1 6.3 -0.1 24.3 

    
Real GRP at market prices - deviation from national GDP outcome   
17 NSW 0.3 -0.7 -1.1 0.1 -0.1 -1.1 -4.0 0.2 4.0 -7.1 1.3 0.5 1.1 -6.6 
18 VIC -0.4 0.8 0.9 -0.1 -0.5 0.2 0.8 -8.1 3.0 3.4 1.1 1.1 0.2 2.3 
19 QLD -0.1 -0.2 0.3 0.1 -0.7 0.8 0.0 4.4 0.1 -0.9 -0.9 3.3 4.2 10.3 
20 SA -0.8 0.5 1.0 -0.2 2.2 -1.3 3.5 -8.1 3.3 4.1 0.8 -0.6 -7.8 -3.5 
21 WA -0.5 1.1 1.4 0.1 2.2 0.9 7.9 12.0 -16.1 14.6 -7.1 -11.2 1.4 6.7 
22 TAS -0.7 -1.0 -1.1 0.0 -1.9 1.7 1.1 0.5 -0.9 -8.5 -0.6 3.5 -7.4 -15.3 
23 NT 2.5 0.3 -0.2 0.0 -7.2 5.8 7.0 25.5 -44.4 13.4 -0.8 5.2 -10.3 -3.2 
24 ACT 6.1 -2.9 -3.9 0.2 -1.3 4.5 -1.3 6.0 -1.0 -3.4 9.4 9.9 -23.5 -1.1 

    
New South Wales (NSW)    
25 Real GRP 0.9 9.2 6.3 0.1 0.1 -1.0 -4.6 3.0 3.3 3.2 1.5 1.7 1.0 24.7 
26 Real private consumption 3.5 6.5 2.8 0.3 -0.5 -0.8 -5.7 9.5 3.0 3.7 3.1 7.1 0.8 33.2 
27 Real investment 1.4 9.2 6.3 0.3 0.0 -1.0 -6.8 8.3 3.5 1.4 24.0 2.9 1.2 50.5 
28 Real state government consumption 3.3 6.2 2.6 0.3 -10.5 -0.8 -5.4 9.1 2.9 3.6 2.9 6.8 0.8 21.8 
29 Real federal government consumption 3.6 6.6 2.7 0.2 -0.5 -9.9 -2.6 8.8 0.4 6.9 2.2 8.0 -0.1 26.3 
30 Export volumes - foreign -12.5 23.5 23.8 0.2 10.4 -0.7 36.4 -20.4 19.2 4.1 -31.5 -27.9 0.0 24.6 
31 Import volumes - foreign 3.2 8.2 3.1 1.3 -1.1 -1.2 39.8 26.0 2.4 -1.0 11.6 6.7 1.1 100.0 
32 Export volumes - interstate 1.1 9.8 6.2 -0.1 0.4 0.3 -2.7 0.9 -2.4 3.9 5.0 2.8 0.9 26.3 
33 Import volumes - interstate 0.2 10.3 7.6 -0.4 0.7 -0.6 -13.3 -5.3 5.8 9.4 1.5 0.1 -1.0 14.9 
34 Population 0.2 9.7 0.3 0.1 0.1 -1.2 -3.6 0.2 3.4 -2.5 1.0 0.2 1.0 8.7 
35 Employment (wagebill weighted) 0.2 10.0 6.7 0.1 0.1 -1.2 -3.7 0.2 3.5 -2.6 1.0 0.2 1.0 15.5 
36 Capital stock (rental weighted) 2.5 7.3 5.4 0.3 -0.1 -0.7 -6.5 9.0 3.0 2.3 2.4 5.2 1.0 31.0 
37 Real wage 1.9 -4.1 -3.6 0.5 -1.7 0.3 -5.4 15.0 -0.8 9.1 4.8 4.4 0.1 20.5 
38 GSP deflator 1.0 -2.0 -1.4 0.0 -1.0 0.4 -3.1 7.9 -0.3 5.4 2.5 2.3 0.2 35.3 
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Table 1: Decomposition results, state and national macroeconomic variables, 1996/97 - 2003/04   
 (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) 
 Momentum Natural 

population 
growth

Labour market Tariffs State 
government 

consumption

Federal 
government 

consumption

Import / 
domestic 

twists

Export 
demands & 

import prices

Export mark-
ups

Productivity Investment / 
capital ratios

Average 
propensity to 

consume

Inter-regional 
sourcing 

twists 

Total 

39 Regional CPI 0.0 0.0 0.3 0.0 -0.1 0.2 -0.3 -0.1 0.4 3.6 0.0 0.1 0.1 26.7 
40 Regional terms of trade 1.9 -3.6 -3.2 0.0 -1.6 0.3 -5.5 16.3 -1.5 2.3 4.6 4.2 0.2 14.3 

    
Victoria (VIC)    
41 Real GRP 0.2 10.7 8.2 0.0 -0.3 0.2 0.2 -5.3 2.3 13.7 1.3 2.2 0.1 33.6 
42 Real private consumption 3.1 7.6 3.5 0.2 -0.8 0.1 -2.0 3.1 2.1 9.6 3.1 10.5 0.1 40.1 
43 Real investment 0.9 10.9 8.3 0.2 -0.4 0.2 -1.6 -0.1 2.0 7.4 38.4 4.4 0.1 70.9 
44 Real state government consumption 2.9 7.1 3.3 0.2 -15.2 0.1 -1.8 2.9 2.0 9.0 2.9 9.8 0.1 23.1 
45 Real federal government consumption 3.8 6.9 2.8 0.2 -0.5 -1.0 -2.7 9.1 0.4 7.2 2.3 8.3 -0.1 36.7 
46 Export volumes - foreign -11.6 21.7 24.1 0.4 8.7 0.6 32.1 -44.2 11.2 27.3 -29.9 -25.7 0.7 15.6 
47 Import volumes - foreign 2.2 8.5 4.6 1.1 -1.4 0.3 14.3 14.7 0.6 9.1 13.2 7.1 -0.2 74.2 
48 Export volumes - interstate 0.3 11.0 8.1 -0.4 0.7 0.4 -6.5 0.1 -1.8 13.4 1.2 0.1 -0.9 25.7 
49 Import volumes - interstate 0.1 10.7 7.6 -0.2 0.4 0.1 -3.3 -10.7 3.8 7.9 5.2 2.2 -0.6 23.2 
50 Population -0.4 10.6 1.0 -0.1 -0.5 0.2 0.9 -7.5 2.3 1.4 0.9 0.7 0.1 9.8 
51 Employment (wagebill weighted) -0.4 11.0 8.5 -0.1 -0.5 0.2 0.9 -7.7 2.4 1.4 0.9 0.7 0.1 17.6 
52 Capital stock (rental weighted) 1.8 8.6 6.8 0.2 -0.3 0.2 -2.0 1.4 1.9 6.7 2.1 6.5 0.0 33.8 
53 Real wage 1.9 -4.0 -4.3 0.4 -1.4 -0.2 -4.8 14.2 -1.0 9.3 4.9 4.2 0.0 19.3 
54 GSP deflator 0.9 -1.7 -2.0 -0.1 -0.5 -0.1 -2.2 6.1 -0.2 -4.4 2.4 1.9 0.0 22.2 
55 Regional CPI 0.0 0.0 -0.1 0.0 0.1 -0.1 0.1 -0.7 0.3 -2.2 0.1 0.0 0.0 19.2 
56 Regional terms of trade 1.5 -2.7 -3.1 -0.1 -1.0 -0.1 -3.9 12.5 -0.9 -5.4 3.8 3.2 0.0 3.6 

    
Queensland (QLD)    
57 Real GRP 0.4 9.8 7.6 0.1 -0.5 0.8 -0.5 7.2 -0.6 9.5 -0.6 4.4 4.1 41.7 
58 Real private consumption 3.3 6.8 1.9 0.3 -1.1 0.5 -2.6 13.5 -0.1 6.7 1.5 13.6 3.3 47.7 
59 Real investment 0.9 9.6 7.8 0.3 -0.2 0.7 -1.5 13.0 -1.4 4.9 17.2 6.1 4.3 61.6 
60 Real state government consumption 3.1 6.5 1.8 0.3 -14.6 0.5 -2.4 12.8 -0.1 6.3 1.4 12.8 3.1 31.4 
61 Real federal government consumption 3.8 7.0 2.8 0.2 -0.5 3.4 -2.8 9.3 0.4 7.4 2.3 8.5 -0.1 41.8 
62 Export volumes - foreign -11.5 21.2 25.9 0.1 8.8 1.2 33.8 1.4 -3.2 21.7 -28.9 -25.6 -2.4 42.6 
63 Import volumes - foreign 3.2 7.5 3.1 1.4 -2.1 0.8 34.8 34.5 -3.7 4.8 9.3 11.8 5.3 110.9 
64 Export volumes - interstate 1.3 9.8 7.8 -0.1 0.1 0.2 -6.7 -1.7 0.0 8.3 4.5 1.6 6.9 32.1 
65 Import volumes - interstate -0.1 10.3 7.0 -0.2 0.4 0.5 -7.8 1.7 0.7 7.9 -0.6 3.3 -1.0 22.1 
66 Population -0.1 9.9 -1.9 0.1 -0.7 0.9 0.1 4.4 -0.4 -1.2 -0.9 2.6 3.9 16.6 
67 Employment (wagebill weighted) -0.1 10.4 8.2 0.1 -0.7 0.9 0.1 4.6 -0.4 -1.3 -0.9 2.7 4.1 27.6 
68 Capital stock (rental weighted) 1.9 8.0 6.5 0.3 -0.4 0.5 -2.7 12.9 -0.8 4.5 0.3 8.8 4.1 44.0 
69 Real wage 1.9 -4.1 -5.2 0.5 -1.4 -0.4 -4.9 15.7 -1.4 9.3 4.6 4.0 0.5 19.0 
70 GSP deflator 0.7 -1.4 -2.6 0.1 -0.4 -0.4 -2.0 8.9 0.0 -0.9 1.6 1.4 0.8 28.5 
71 Regional CPI 0.0 0.1 -0.5 0.0 0.1 -0.2 0.1 0.4 -0.1 0.0 -0.2 -0.2 0.4 22.1 
72 Regional terms of trade 1.0 -1.8 -2.8 0.0 -0.7 -0.3 -2.9 13.3 0.5 -2.5 2.3 2.1 0.6 8.9 

    
South Australia (SA)    
73 Real GRP -0.3 10.4 8.3 -0.2 2.4 -1.3 2.9 -5.3 2.7 14.5 1.1 0.5 -7.9 27.9 
74 Real private consumption 2.5 7.1 2.9 0.0 1.1 -1.0 0.5 2.2 2.2 9.4 2.4 7.8 -6.0 31.2 
75 Real investment 1.3 10.2 8.4 0.1 2.0 -1.2 1.5 1.1 2.6 8.7 46.9 4.9 -8.7 77.8 
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Table 1: Decomposition results, state and national macroeconomic variables, 1996/97 - 2003/04   
 (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) 
 Momentum Natural 

population 
growth

Labour market Tariffs State 
government 

consumption

Federal 
government 

consumption

Import / 
domestic 

twists

Export 
demands & 

import prices

Export mark-
ups

Productivity Investment / 
capital ratios

Average 
propensity to 

consume

Inter-regional 
sourcing 

twists 

Total 

76 Real state government consumption 2.4 6.9 2.8 0.0 -3.6 -0.9 0.5 2.2 2.2 9.2 2.4 7.6 -5.8 25.8 
77 Real federal government consumption 3.6 6.6 2.6 0.2 -0.5 -10.2 -2.6 8.8 0.4 6.9 2.2 8.0 -0.1 26.0 
78 Export volumes - foreign -11.9 21.8 25.7 0.5 10.9 -0.5 32.8 -34.6 13.7 31.4 -31.5 -26.5 5.8 37.7 
79 Import volumes - foreign 1.6 8.1 4.8 0.8 1.5 -1.3 8.3 13.6 0.9 9.8 14.4 4.8 -9.3 57.9 
80 Export volumes - interstate -0.4 11.6 9.6 -0.9 2.4 -0.5 -5.2 -6.5 -1.6 15.8 -1.2 -1.5 -10.7 10.8 
81 Import volumes - interstate 0.3 10.6 7.8 -0.3 2.2 -1.0 1.0 -7.8 3.6 10.7 10.8 2.2 1.1 41.1 
82 Population -0.6 10.3 0.3 -0.2 2.2 -1.5 3.2 -7.0 2.6 1.7 1.0 -0.5 -7.4 3.9 
83 Employment (wagebill weighted) -0.7 10.7 8.6 -0.2 2.3 -1.5 3.3 -7.2 2.7 1.8 1.0 -0.5 -7.7 12.4 
84 Capital stock (rental weighted) 1.2 8.4 6.9 0.0 1.7 -0.9 0.9 0.5 2.1 7.1 1.2 4.2 -7.9 25.5 
85 Real wage 1.9 -4.0 -4.7 0.4 -2.1 0.3 -4.6 14.4 -0.9 9.6 5.1 4.0 -1.1 18.3 
86 GSP deflator 0.7 -1.3 -2.0 -0.1 -1.1 0.3 -1.5 6.1 -0.3 -4.6 2.1 1.4 -1.3 20.5 
87 Regional CPI 0.0 0.1 -0.2 0.0 -0.2 0.2 0.2 -0.3 0.2 -2.4 0.1 -0.1 -0.5 18.6 
88 Regional terms of trade 0.7 -1.2 -1.8 -0.1 -0.9 0.2 -1.9 8.0 -0.6 -4.0 2.1 1.6 -1.1 0.9 

    
Western Australia (WA)    
88 Real GRP 0.0 11.1 8.7 0.1 2.4 0.9 7.3 14.8 -16.7 25.0 -6.8 -10.1 1.3 38.1 
89 Real private consumption 6.1 7.7 4.1 0.3 1.1 0.7 3.2 18.5 -11.1 15.5 -3.1 -7.9 1.0 36.0 
90 Real investment 1.0 11.1 9.6 0.3 2.7 0.8 6.9 21.0 -18.9 16.5 2.6 -10.4 1.2 44.5 
91 Real state government consumption 5.9 7.4 3.9 0.3 -7.5 0.6 3.1 18.0 -10.7 14.9 -2.9 -7.6 1.0 26.3 
92 Real federal government consumption 3.9 7.1 2.8 0.2 -0.5 5.4 -2.8 9.4 0.4 7.5 2.4 8.6 -0.1 44.1 
93 Export volumes - foreign -8.4 15.5 15.4 0.2 7.3 1.0 25.3 28.5 -41.3 41.2 -21.6 -20.0 -0.4 42.8 
94 Import volumes - foreign 2.5 8.8 5.2 1.2 1.4 0.9 20.0 40.2 -22.8 19.1 0.1 -7.1 1.3 70.9 
95 Export volumes - interstate 0.2 11.3 7.3 -0.2 0.6 0.5 -9.1 -13.4 10.8 16.6 3.3 1.1 2.4 31.3 
96 Import volumes - interstate 0.8 11.3 9.5 -0.2 2.5 0.6 3.3 11.1 -16.0 14.8 -6.1 -10.7 -1.1 19.8 
97 Population -0.1 11.3 1.2 0.1 2.0 1.1 7.0 12.5 -15.2 6.9 -6.2 -9.8 1.4 12.3 
98 Employment (wagebill weighted) -0.1 11.7 8.9 0.1 2.1 1.1 7.3 12.8 -15.7 7.2 -6.5 -10.2 1.5 20.1 
99 Capital stock (rental weighted) 2.0 9.9 8.4 0.3 2.2 0.7 5.2 20.1 -16.3 14.3 -5.8 -9.1 1.4 33.3 
100 Real wage 1.6 -4.1 -3.3 0.5 -1.8 -0.4 -4.3 16.6 -3.0 9.7 4.2 4.5 0.1 20.4 
101 GSP deflator -0.3 0.2 1.0 0.1 -0.1 -0.3 0.6 10.7 2.0 -8.0 -0.6 0.1 0.3 28.6 
102 Regional CPI -0.2 0.1 0.7 0.0 0.0 -0.2 0.7 1.2 -1.6 -5.5 -0.5 -0.1 0.1 16.3 
103 Regional terms of trade 0.0 0.2 0.5 0.0 -0.1 -0.2 -0.3 17.2 5.3 -6.3 0.0 0.3 0.2 16.7 

    
Tasmania (TAS)    
104 Real GRP -0.2 9.0 6.2 0.1 -1.7 1.7 0.6 3.3 -1.5 1.9 -0.4 4.6 -7.5 16.0 
105 Real private consumption 2.0 5.8 0.8 0.2 -1.8 1.2 -1.2 8.4 -0.8 2.7 1.2 14.0 -5.5 27.1 
106 Real investment 1.4 7.6 5.4 0.2 -1.3 1.1 -1.4 9.4 -1.6 3.9 23.9 11.6 -7.7 52.5 
107 Real state government consumption 1.9 5.4 0.7 0.2 -18.3 1.1 -1.1 7.8 -0.7 2.5 1.1 13.0 -5.1 8.5 
108 Real federal government consumption 3.9 7.2 2.9 0.2 -0.6 10.0 -2.9 9.5 0.4 7.6 2.4 8.8 -0.1 49.4 
109 Export volumes - foreign -11.3 21.1 24.3 0.2 7.8 1.9 32.4 -1.1 -12.9 2.6 -29.1 -25.0 4.8 15.6 
110 Import volumes - foreign 2.0 7.1 2.4 1.2 -3.1 1.9 38.4 27.8 -4.7 -3.1 9.8 11.3 -9.7 81.3 
111 Export volumes - interstate 0.2 9.8 7.1 -0.2 -0.1 0.8 -5.0 -4.5 2.0 -0.2 2.0 0.9 -10.7 2.1 
112 Import volumes - interstate 0.1 8.8 5.7 -0.1 -0.9 1.2 -6.1 0.8 -0.9 5.0 4.8 7.0 -1.5 23.9 
113 Population -0.4 9.3 -1.5 0.0 -2.3 2.0 1.0 1.2 -1.3 -1.3 -0.5 3.2 -7.2 2.0 
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Table 1: Decomposition results, state and national macroeconomic variables, 1996/97 - 2003/04   
 (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) 
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114 Employment (wagebill weighted) -0.5 9.7 6.8 0.0 -2.4 2.1 1.0 1.2 -1.3 -1.3 -0.5 3.3 -7.5 10.5 
115 Capital stock (rental weighted) 1.0 7.3 5.1 0.2 -1.0 1.0 -1.7 8.0 -1.5 3.0 0.3 8.9 -8.0 22.6 
116 Real wage 1.9 -4.0 -4.8 0.5 -0.9 -0.9 -5.0 15.6 -1.6 9.4 4.9 4.0 -1.4 17.7 
117 GSP deflator 0.9 -1.7 -2.4 0.0 -0.1 -0.7 -2.3 8.3 0.4 7.5 2.3 1.8 -1.4 36.0 
118 Regional CPI 0.0 0.0 -0.3 0.0 0.2 -0.3 0.0 0.1 -0.1 3.7 0.1 0.0 -0.5 25.3 
119 Regional terms of trade 0.6 -1.0 -1.4 0.0 -0.2 -0.4 -1.7 7.6 1.3 3.6 1.5 1.2 -1.0 10.0 

    
Northern Territory (NT)    
120 Real GRP 3.1 10.3 7.2 0.1 -7.1 5.9 6.4 28.3 -45.1 23.7 -0.6 6.3 -10.4 28.2 
121 Real private consumption 12.8 7.5 5.1 0.3 -6.4 4.5 2.1 30.7 -30.7 12.6 3.6 28.4 -11.0 59.3 
122 Real investment 5.7 12.2 9.4 0.4 -5.7 5.1 6.6 42.3 -58.1 12.5 55.6 12.3 -13.9 84.4 
123 Real state government consumption 10.9 6.3 4.2 0.2 -45.1 3.8 1.8 27.7 -26.3 10.6 3.1 24.1 -9.2 12.1 
124 Real federal government consumption 4.3 8.0 3.2 0.3 -0.6 34.2 -3.1 10.4 0.4 8.4 2.7 9.7 -0.1 77.6 
125 Export volumes - foreign -7.4 14.2 11.8 0.0 1.5 3.5 23.0 65.1 -123.2 42.9 -22.1 -16.4 8.3 1.1 
126 Import volumes - foreign 7.3 6.7 2.8 1.3 -8.8 5.8 4.9 55.2 -49.2 15.4 20.2 15.9 -13.8 63.9 
127 Export volumes - interstate 0.5 10.6 5.8 -0.1 -1.6 2.0 -6.6 -16.1 27.0 21.1 -1.6 -1.0 -21.2 18.9 
128 Import volumes - interstate 5.6 10.9 8.5 -0.1 -7.6 5.3 4.8 25.6 -40.8 15.5 10.3 12.0 -0.7 49.4 
129 Population 3.5 9.9 4.8 0.1 -9.7 7.1 4.7 23.7 -33.5 -0.1 2.3 7.2 -12.3 7.5 
130 Employment (wagebill weighted) 3.5 10.0 6.5 0.1 -9.8 7.1 4.7 23.8 -33.7 -0.1 2.3 7.2 -12.4 9.1 
131 Capital stock (rental weighted) 6.4 8.8 6.8 0.3 -4.5 4.2 3.8 35.0 -41.6 7.8 0.7 13.9 -12.6 29.1 
132 Real wage 1.3 -4.0 -1.1 0.5 2.5 -2.7 -4.1 19.8 -8.5 9.7 5.6 2.8 -2.8 18.9 
133 GSP deflator -0.1 -0.5 1.9 0.2 3.0 -2.1 -0.2 17.9 6.4 -12.7 1.5 -0.4 -2.8 36.1 
134 Regional CPI -0.1 -0.2 0.9 0.1 1.3 -0.9 0.1 2.9 -3.2 -6.5 0.5 -0.3 -0.9 15.1 
135 Regional terms of trade -0.4 0.8 2.0 0.1 1.8 -1.0 0.6 18.6 15.3 -7.2 -0.1 -1.1 -2.1 27.4 

    
Australian Capital Territory (ACT)    
136 Real GRP 6.7 7.1 3.5 0.2 -1.1 4.5 -1.9 8.8 -1.6 7.0 9.6 11.0 -23.6 30.2 
137 Real private consumption 14.5 4.3 -3.9 0.4 -1.8 2.7 -3.7 15.2 -1.6 5.1 10.7 22.1 -22.1 41.8 
138 Real investment 12.7 6.9 0.1 0.6 -2.7 4.2 -4.6 19.5 -3.3 1.6 98.8 20.8 -38.9 115.7 
139 Real state government consumption 13.7 4.0 -3.7 0.4 -15.1 2.5 -3.6 14.5 -1.5 4.8 10.1 20.9 -20.7 26.3 
140 Real federal government consumption 3.9 7.2 2.9 0.2 -0.6 9.7 -2.9 9.5 0.4 7.6 2.4 8.7 -0.1 49.1 
141 Export volumes - foreign -18.6 33.8 53.9 -0.3 16.5 6.1 43.8 -28.4 -47.8 23.9 -52.5 -39.8 35.6 26.2 
142 Import volumes - foreign 10.7 1.7 -4.4 1.5 -3.4 4.1 -30.7 33.1 -3.8 0.3 29.2 18.8 -25.3 31.9 
143 Export volumes - interstate 0.9 7.9 6.1 0.1 -0.7 -0.3 -4.4 1.9 1.5 5.8 5.0 2.5 -35.5 -9.1 
144 Import volumes - interstate 8.6 7.6 0.7 0.1 -1.9 4.7 2.4 7.7 -1.1 5.8 19.9 13.9 -7.5 60.7 
145 Population 4.2 7.1 -8.8 0.1 -0.8 4.8 -1.0 5.6 -1.0 -2.4 7.1 7.3 -18.7 3.5 
146 Employment (wagebill weighted) 4.5 7.6 4.7 0.2 -0.9 5.2 -1.1 5.9 -1.1 -2.5 7.5 7.8 -20.0 17.7 
147 Capital stock (rental weighted) 11.6 4.5 0.1 0.4 -1.9 2.7 -3.8 15.6 -2.0 1.6 11.5 18.3 -27.0 31.5 
148 Real wage 2.7 -4.5 -10.8 0.5 -2.6 -2.0 -5.0 16.7 -2.2 7.3 8.6 5.5 -11.4 2.8 
149 GSP deflator 2.2 -3.3 -9.2 0.2 -2.2 -1.8 -3.6 11.7 -1.0 -1.8 7.1 4.3 -10.9 13.2 
150 Regional CPI 0.5 -0.6 -2.5 0.1 -0.5 -0.6 -0.6 1.7 -0.2 -0.2 1.8 0.9 -3.7 17.7 
151 Regional terms of trade 1.5 -2.4 -6.5 0.1 -1.5 -1.3 -2.6 9.2 0.5 -2.8 5.0 3.0 -7.4 -5.2 
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1 The research reported in this article was supported by a Discovery Grant from the Australian Research Council. 
2 Shift-share analysis has been subject to a long debate, particularly in connection with its forecasting capabilities, and 
many extensions to the basic formulation have been devised to improve its capabilities. See, for instance, DINC et al., 
1998, for a comprehensive review and NAZARA and HEWINGS, 2004, for a taxonomy of decomposition models 
(the latter also introduces for the first time explicit spatial effects into shift-share). There have been an immense 
number of regression studies of comparative regional (and country) growth rates, often tied up with the convergence 
question (see ABREU et al., 2005, for a meta-analysis of convergence studies). 
3 Cross-hauling is generally allowed for in CGE models by assuming that domestic and imported goods of the same 
type are imperfect substitutes, an approach pioneered by ARMINGTON (1969). 
4 To do this, an assumption must be made about the paths of the exogenous variables from their initial to their final 
values. We use the decomposition algorithm of HARRISON, HORRIDGE and PEARSON (2000), which makes the 
relatively uncontroversial assumption that the exogenous variables take a straight-line path.   
5 With pre-migration regional populations determined exogenously, this effectively determines the national 
population. With regional participation rates, unemployment rates, working age shares, and hours worked per worker, 
determined exogenously, this effectively ties down national total hours worked. The exogenous determination of 
region-specific rates of return on capital effectively determines the economy-wide rate of return on capital. Hence, 
with economy-wide employment and the economy-wide rate of return on capital effectively exogenous, the economy-
wide real wage must be endogenously determined via the factor price frontier. 
6 That is, (1 – the unemployment rate). 
7 That is, to avoid adding equations and variables that define rates of return and capital construction costs. 
8 See HORRIDGE (2003) for a discussion and derivation of these “twist” variables. 
9 To keep BOTE simple NFLr is treated as exogenous. However it is not exogenous in MMRF. MMRF relates the 
change in NFLr over the simulation period to the accumulated regional savings / investment imbalance over the 
simulation period. See section 5. 
10 See DIXON and RIMMER (2002: 247) for a more detailed discussion of these issues. 
11 We undertook the MMRF simulations using the GEMPACK suite of computer programs (HARRISON and 
PEARSON, 1996). 
12 In columns (2) and (3) the national capital stock rises by less than national employment. This is because the rise in 
employment and capital causes the economy to expand (row 1). The expansion in the size of the economy causes 
imports to expand (row 7). This requires that exports expand (row 6). Since export demand schedules are downward 
sloping, this causes the terms of trade to decline (row 16). The decline in the terms of trade causes the economy-wide 
labour / capital ratio to rise.  


