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Abstract

We analyse structural changes in the Australiarispand rail freight industries during
1990s that were driven by microeconomic reform. ®g&mate the direct and indirect
effects on household income groups of these ingustanges by applying a computable
general equilibrium model incorporating detailedusehold income and expenditure
accounts, and microsimulation behaviour. The maodatains both top-down and bottom-
up linkages. The structural changes lead to alsn@kase in household welfare in most
regions, with an overall increase of 0.18%. Incomequality is estimated to have
decreased slightly by 0.02%.
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1. Introduction

In the early 1990s Australian governments intr@duea series of microeconomic reform
policies for infrastructure industries (e.g., ppntail freight, telecommunications, electricity);
Productivity Commission (PC) (2002) summarisesdhesorms. The reforms were part of the
process produced by the Hilmer Report and, subséiguéhe National Competition Reform Act
1995 and the Competition Principles Agreement betweastralian governments.The Hilmer
Report’'s terms of reference focused on governmasinesses and regulations that had created
protected enterprises: these had been a featimelwstry policy in Australia for most of the 20
century. Hilmer argued for the introduction of quetition policy in these areas in order to
promote competition for the purpose of promotinghowunity welfare, i.e., economic efficiency
and other social goals (King and Maddock 1996)usTta major aim of the policy initiatives was
to bring about market competition that, in turn,ukblead to productivity improvements and
attendant increases in real incomes, as well aerloice and services for consumers. Early in
the reform process it was estimated that the refocould increase national output by around
5.5% of its current value at the time (IC 1995)nc8 the initial introduction of the reforms, the
affected industries have undergone significantcttinal changes that are observable in their cost
structure and output prices. PC (2002) documemtsesof the infrastructure price changes in
different Australian regions over 1990/91 to 2000/0

As major service providers, changes in infrastrectindustries can potentially have far-
reaching impacts on other industries, businesséshanseholds. Both PC (1999) and Madden
(2000) noted that the competition policy reformsreveegarded by many in the community as
being responsible for the increased economic dibeteieen capital cities and regional Australia.
Related to this, there has also been natural contyngoncern over the impact on income
distribution of sectoral changes, in general, amfdastructure industry changes, in particular,
viewed as a result of the microeconomic reforms.

There is a paucity of Australian studies that hanalysed the distributional effects of the
Hilmer reforms with only two notable exceptionsn PC (1996a), an input-output model and
household survey data are used to estimate thetefi@ household expenditure of price reforms
by government trading enterprises (GTES) in thetetgty industry and the water, sewerage and

1 Australia’s system of government is of federahior Constitutional responsibilities are shared settie national
(central) government and eight regional (state &mdtory) governments. Most infrastructure seegicare the
responsibility of state and territory governments.



drainage services industry. In a companion pap€r1996b), a more sophisticated approach is
adopted. A computable general equilibrium (CGE)deloin conjunction with an income
distribution model is used to analyse the effedta gpecific set of reforms on the sources of
household income. Each of these studies conceatoat only one side of the household budget,
so the overall impact on household reglome remains unclear. Moreover, input-output eted

as applied in PC (1996a), do not capture effeateigeed from sectoral reallocation of resources
that are arguably the most important effects of poljcy change. As a result, the effects of a
policy change derived from such a model may beaadihg.

As a response to the shortcomings of previousetueve conduct a more comprehensive
analysis of the effects of industry changes on @bokl income distribution: we focus on the
ports and rail freight industries; these industr@ay an important role in the transport of
domestic and international freight. We estimatedrstributional effects of industry changes by
integrating both sides of the household budgetfawe the total (direct and indirect) effect on
household reahcome. We do this by incorporating expenditurd arcome data on individual
households within a multi-region CGE model. Witkis framework we simulate the ports and
rail freight-industry-specific changes during tH#90s to generate region-specific changes in the
prices of goods and services, and productive faetorns and usage. Region-specific prices and
other variables calculated by the CGE model areelinin a top-down manner to expenditure
prices, employment and factor returns at the haldelevel. In contrast, labour supply is
determined at the household level and is linkechggregate labour supply in a bottom-up
manner. Our approach allows for a detailed amalydi changes in individuahousehold
expenditure and income. This represents a metbgoball advance on the few Australian studies
that analyse the effects on income distributiorstafictural changes by incorporating both sides
of the household budget. Further, it adds a regidmmension to the analysis that is lacking in

previous studies.

2. Microeconomic reform during the 19903
2.1 Australian infrastructure industries and the Hilmer reforms
At the beginning of the 1990s Australian governtaelpegan an extensive process of

microeconomic reform of Australian infrastructuneluistries; this included electricity, gas, water,

2 This section draws on PC (2002), Chapters 1 and 5.



sewerage, urban passenger transport, port servaiedreight, telecommunications and postal

services. The main objectives of these reformeu@iincrease competition and performance in

these industries, and thus bring about higherdiatandards.

Prior to the commencement of the reform proces®st all infrastructure industries were
dominated by GTEs providing services with monopadjats. Thus the reform process has been
largely concerned with improving the performancezdfEs. With respect to GTESs, the reform
process can be categorised into four broad arememercialisation; corporatisation; capital
market disciplines; and competition policy.

1. Commercialisation. This involves GTEs taking a more market-drivggpr@aach to service
provision and pricing. To aid the commercialisatiprocess, competitive tendering and
contracting out of service provision have beeroihiced, community service obligations are
now funded in a more direct and transparent wagl, @ME regulatory functions have been
transferred from GTEs to independent regulators.

2. Corporatisation. This focuses on making GTEs autonomous entitigthin the public
sector, with commercially-oriented boards pursuicgmmercial objectives without
ministerial interference. Financial and non-fin@h@erformance monitoring and reporting
regimes were set up to measure and compare perfoenaPrice regulation has also been
largely transferred from ministerial control to emendent regulators.

3. Capital market disciplines. Traditionally, GTEs were not required to earn a owrcial rate
of return on their assets in the way that privageta firms must. This has now changed,
with many governments requiring GTEs to either osdnegative rates of return or earn
higher positive rates of return.

4. Competition policy. The implementation of the National Competition PplAgreement has
focussed on removing existing entry barriers torastiucture industries and thereby
stimulating competition and increasing contestsbili Increased competitive pressure is

aimed at lowering prices and increasing serviceipran and quality.

2.2 Ports and the Hilmer reforms

Australian ports play an important role in thensport of domestic and international
freight. In 2000/01, 90% of all containers and 14Pall bulk cargo handled by Australian ports
were shipped through five ports: Sydney, MelboufBgsbane, Fremantle and Burnie. Port



authorities manage navigation channels and aidshdjecargo storage areas and other wharf
facilities.

The Hilmer reforms brought improvements to poneyoance arrangements that included:
corporatisation; separation of commercial and r&guy functions; identification and costing of
community service obligations (CSOs); and the mhiiion of dividend and tax-equivalent
regimes. In many cases restructuring involvedstiaming port authorities into statutory bodies
operating outside the departmental structure ofeguwment. There were also reforms to
introduce contestability that mainly involved adopt of a landlord model of ownership and
management (see IC 1993). Where the landlord medsladopted, it encouraged privatisation
and contracting out of non-core activities. Marmytputhorities also sold their non-core assets.
Pricing reforms involved shifting from charges lhsm the value of cargo handled to charges
based on the costs of services rendered. Mostrigments also established independent price

oversight for port charges.

2.3 Rail freight and the Hilmer reforms

Australian rail infrastructure is also importantthe transport of domestic and international
freight. In 1999/00, the Australian rail industagcounted for approximately one-third of the
domestic freight task. Government and privatelyned railways hauled over 134 billion net
freight tonne kilometres (i.e., net freight tonrremuled multiplied by the number of kilometres
travelled). Rail authorities provide rail infrastture and rolling stock.

Rail freight governance arrangements were reforfmgccommercialising GTEs and, in
some cases, corporatising or privatising them. eOtheforms included separating the
management of rail stock from rolling stock. Theséorms better clarified management
objectives and responsibilities, identified and lexjly funded CSOs, and introduced stronger
financial disciplines.

At the national level, the Australian Rail Traclororation was established to manage
access to the interstate standard rail gauge nlethetween Brisbane and Perth, and to manage
access and maintain the network in South Austealh Victoria, and parts of New South Wales
and Western Australia (WA). Improvements to cotatieidity were achieved by deregulating the
industry and the establishment of a national regionethird-party access arrangements to rail

infrastructure; the regime is jointly administereg the National Competition Council and the



Australian Competition and Consumer Commissionesteharrangements allowed the entry of a

number of private operators, including interstaégght operators.

3. Method: a CGE-microsimulation approach
Our modelling approach links two separate anaytitameworks for the purpose of
generating results at a high level of househol@itatithout a complex CGE model that fully

integrates individual households.

3.1 The history of linked models

As the inventor of microsimulation, it is not stiging that Orcutt (1967) was the first to
describe a process for linking models that opesdtaliffering levels of aggregation. He
envisaged multiple models, each describing pathefeconomy, being linked as modules that
together would describe the overall system. A swtcsummary of alternative approaches to
linking micro and macro models is provided by Baskda(1995) who identifies the following
methods:

1. atop-down approach in which the micro modeddgisted to match an exogenous macro
aggregate;

2.  abottom-up approach in which a change generatéte micro model is used to adjust the
macro model;

3. a recursive linkage approach in which there isva-way lagged interaction between
models; and

4. an iterative approach in which the two models solved simultaneously within each
period.

A fifth approach proposed by Toder et al. (200®)olves the micro and macro models
being solved separately over the full simulatiomiqug with the models then calibrated and
resolved until convergence is achieved. A furthiégrnative is to build a model that inherently
includes both a micro and macro dimension (Davi342 In principle, such a fully integrated
model is preferred; in practice, most models in litezature take a recursive-linkage approach.
This reflects the practical difficulties of includj both dimensions within the one model.

Recent examples of linked models developed to sasskstributional issues include
Aaberge et al. (2007) and Arntz et al. (2008). hiditAustralia, there have been only limited

attempts to link micro and macro models. As fawasare aware, the earliest Australian example



is provided by Meagher and Agrawal (1986) in whatput from a CGE model was used to
reweight the 1981-82 National Income and Housingy&u Their approach was updated by
Dixon et al. (1996), who also foreshadowed an titeedinking of a CGE model to either a static
or dynamic microsimulation model. In related wolglette and Robinson (1997) used the top-
down approach to link an aggregated version of M@NASH dynamic CGE model to a
microsimulation model of the Australian income sopsystem.

Of the two Australian studies that have analydex distributional effects of the Hilmer
reforms, PC (1996b) follows the pioneering work {ire Australian context) of Meagher and
Agrawal (1986) by using a CGE model in conjunctisith an income distribution model to
analyse the effects of some of the Hilmer reformstle sources of household income. PC
(1996a) applies an input-output model and housebkaldey data to estimate the effects on
household expenditure of price reforms by GTEsha electricity industry and the water,
sewerage and drainage services industry. But4optgut models are inappropriate for analysing
distributional effects as they assume all pricesfaqed whereas, in reality, any reallocation in
resources across sectors due to structural chaitigalter factor prices and incomes. Further,
both PC studies concentrate on only one side ohthusehold budget so the overall impact on

household reahcome is uncleatr.

3.2 Analytical framework

Most of the Australian studies mentioned aboveeHaeused on linking a CGE model to a
detailed microsimulation model of household incom&hus, they have mostly ignored the
differences in expenditure patterns across houdshaind their effect on estimates of
distributional effects. Further, none of thesedsts employed a bottom-up regional model of
Australia that can capture region-specific changed thus derive region-specific changes in
commodity and factor prices, and region-specifiargdes in resource allocation across industries.
Allowing for region-specific changes in analysirtgustural change in Australian infrastructure
industries due to the microeconomic reform progesmportant, as the reform process did not
proceed at an even pace and was not of a simitarenacross the Australian regions. This is a
function of the reform process being the respohgibiof regional (state and territory)

governments, rather than the national government.

3 See PC (1999) for a description of the how therrefprocess and its effects varied across Austragigions.
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As a response to the shortcomings of previous rAlish studies, we develop a more
comprehensive framework by (i) integrating bothesiaf the household budget to capture the
effects on household remicome, and (ii) employing a regional model to gateregion-specific
changes in commaodity prices, factor prices andofagsage. A comparative-static multi-region
CGE model — the Monash Multi-Region Forecasting (RFY model (Naqvi and Peter 1996) — is
modified by incorporating individual household imee® and expenditure accounts. The
household accounts are linked to the CGE accountshich they are updated in a mostly top-
down manner. Importantly, though, labour supplyolegupation is determined at the household
level in each region. Labour supply is then linkeé bottom-up manner to the core of the CGE
model. In terms of the four approaches identifigd Baekgaard (1995), our approach is a

combination of approaches (1) and (2).

3.3 The MMRF model with household accounts
The MMRF model represents the supply and dematedaficommodity and factor markets

in the eight Australian regions. Each region cmstdive representative agents — producers,
physical capital investors, households, governmants foreigners. There are 54 producers in
each region, each producing one commodity. Comtiesdare traded between regions and are
also exported. There is a single representatiusdtwld in each region that owns all factors of
production and thus receives all factor income @ig¢axes): households can either spend or save
their income. Saving contributes to the financofgdomestic investment. There are nine
government sectors (eight regional and one nafiorfabreigners supply imports to each region

at fixed c.i.f. prices, and demand commodities ¢gtg) from each region at variable f.0.b. prices.

3.3.1 Alinear equation system
MMREF is represented by equations specifying behaal and definitional relationships.
There aran such relationships involving a total pivariables and these can be compactly written
in matrix form as
Av=0, 1)
where A is anmxp matrix of coefficientsy is apx1 vector of percentage changes in model

variables and is thepx1 null vector. Of the variables,e are exogenous (e.g., input-output

coefficients). Thes variables can be used to shock the model to stmglzanges in th(ap—e)

11



endogenous variables. Many of the functions ugdeyl(1) are highly nonlinear. Writing the

equation system like (1) allows us to avoid findthg explicit forms for the nonlinear functions

and we can therefore write percentage changesei(mh e) variables as linear functions of the

percentage changes in theariables. To do this, we rearrange (1) as

n=- ATAX, 2)
wheren andx are vectors of percentage changes in endogendusxagenous variables, afy
and A are matrices formed by selecting column@arresponding ta andx. If A, is square

and nonsingular, we can compute percentage changdg® endogenous variables as in (2).
Computing solutions to an economic model usinga2) assuming the coefficients of tAe
matrices are constant is the method pioneered lignden (1960).

Equations (1) represent the percentage-changesfofrthe nonlinear functions underlying
the model; these forms are derived by total diffee¢ion. Thus, (1) is an approximation based
on marginal changes in the independent variabBes(2) only provides an approximate solution
to the endogenous variables for marginal changes ir the approximation is accurate but for
discrete changes ix the approximation will be inaccurate. The probleh accurately
calculatingn for large changes ixis addressed by allowing the coefficients of #matrices to

be nonconstant; this is done by breaking the chamgeinto i equal percentage changes. The
multistep solution procedure requires that them(afl) intermediate values of the underlying

(levels) values oh, i.e.,N. The intermediate values bf are obtained by successively updating
the values oN after each of the steps is applied. Once the valued\bare updated for any
given step, the coefficients of tihe matrices in (2) are recomputed before (2) is sblagaint

Below we present the important behavioural equatfonproducers in the model.

3.3.2 Behavioural equations
Representative firms are assumed to treat the flators of production (agricultural land,

eight labour types and physical capital) as vagianid take factor prices as given in minimising

4 The model is implemented and solved using the istet algorithms available in the GEMPACK economic
modelling software (Harrison and Pearson 1996).
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costs. Demands for primary factors are modell@dgusested production functions consisting of
three levels. At the top level, the(=1,...,54) firms in ther (=1,..,8) regions decide on the

(percentage change in) demand for the primary fadmposite (i.e., an aggregate of land,

labour and capital)qurF using Leontief production technology:
dfyy =qf, +af,; 3)
where df, is (the percentage change in) t(]g'e,r)-th industry’s activity level, andaf; is

technical change augmenting the use of all prodoatiputs. By applying Leontief production
technology, we are assuming that firms’ use ofghmary factor composite is a fixed share of
output, reflecting the idea that the value addettesiof output is invariant to changes in relative

prices and reflects characteristics intrinsic ® pnoduction of each good.

F
ijr *

At the second level, firms decide on their demimmdhei (=3) factors of productiongf

All industries apply CES (constant elasticitiesobstitution) production functions:

. =dfy +afyy ot (pfy +afy —pf[); @

ijr jr ijr

F
ijr

where inf (=O.5) is the elasticity of factor substitutiomf, is factori-augmenting technical

change, andof”.f (pfjf) is the individual (average) price of primary fasto Fori = Capital, (4)

represents stocks of capital used by each indu3tngse stocks represent past investments net of
depreciation. Any investment that occurs from grbihg the model will add to existing stocks if

it exceeds depreciation.

At level 3, firms decide on their use of thre(=8) labour types (occupationso‘r;r using

CES production technology,

F L

of 5 = oy —of (pfy - pfy), i =labour (5)
where Jf"(=0.35) is the CES between any pair of labour types, apiq, (pfjb) is the

individual (average) wage rate paid to the¢h labour type.

In MMRF’s original form, the CES prices for thecopational categories are identical.
Thus, the use of labour types is solely demandedrivThe household accounts (Section 3.3.3)
specify labour income for households by occupatidn. order to exploit the richness of the
labour income data in the household accounts, MNARIFRodified to allow for an occupation-
specific price of labour in each region. This a#0MMRF to use the occupational wage bill data

for each industry to affect demand for and pridesach occupational category differentially.

13



We add a supply function for labour typesupplied by householdlin regionr, 15, ,
ISt = Brw, (6)
and
e, =w,, - p’, (7)
where w_, is the average post-income-tax wage paid to (ﬂner)-th labour type. Thus, (7)
assumes that all households supplying ([her)-th labour type are paid a common wage rate.
p; is the household-specific consumer price indesegionr and is defined in Section 3.3.3. So
the household supply of each labour type is a pesftinction of the real wagew:,, and 5°,

the household labour supply elasticity3° is set at 0.15 reflecting econometric evidence on

labour supply in Australia (Kalb 1997).
The initial labour market equilibrium includes umgloyment in each region. Changes in

the equilibrium are determined by imposing a relatbetween the pre-income-tax real wage

rw . and employment_ of the form,

MW = Wiy (8)
and
'w, =w_-p,, (9)
54
e =30 SE AT, (10)

Equation (9) definesw, as the pre-income-tax wage rate deflated by tgemal consumer

price index; equation (10) defines employment ioupationm in regionr as the share-weighted

sum of employment by occupation across all indestriy in (8) represents the employment

elasticity of the real wage, i.e., the responsigere the real wage to changes in employment. In

any perturbation of the mode)s determines the degree to which increases (deceas¢he
demand for the(m,r)-th labour type will be reflected in higher (lowennployment or the real

wage. The valug/ varies depending on whether the real wage isgisirfalling. Forrw, >0,

y is set at 2 based on casual empiricism of the rAlish labour market whereby real wages

14



grow faster than employment. For rw, <0, y equals 0.5 making real wages stickier

downwards than upwards, which is also consistetit f@atures of the Australian labour market

whereby there is effectively a minimum wage forjabls in all industries. Equations (6) and (8)
together determine the endogenous unemploymentoratiee (m,r)-th labour type.

Firms are also assumed to be able to varyktfwl,...,54) intermediate inputs they use in
production, the prices of which they also take ag&rgin minimising costs. In combining

intermediate inputs, all firms are assumed to ussted production functions. At level 1, all

firms decide on their use of the intermediate inpu)ulnpositequ'r using Leontief production

technology;

af,, =af;, +af, . (11)
At level 2, firms decide on their use of tkéntermediate input composites from domestic

regionr qfk}r using CES production technology,
ofdy, =af, —of, (Pl = pf; )., (12)
where gf, is the CES for domestic intermediate input comgssiand pfdk'jr(pfk}r) is the

individual (average) price of domestic intermediatgut composites. The values forf, range

between 1 and 2 for most goods; the exception®arealue manufactured goods (e.g., textiles,
clothing and footwear) that are set at 3 or more.
At level 3, firms decide on their use of individuatermediate inputs by source(eight

domestic sources and one foreign sou[f%Sr ) also using CES production technology,
ofs,e =dfdy, —ofd, (pfs,, - pfdy, ), s=domesti (13)
afsye =y, —O (pfs'<jsr - pfk},), s=foreign; (14)
where ogfd, is the CES between any pair of individual interiags inputs from domestic
sources, andpfsljg is the price of th&-th intermediate input from regiosused by firmj in

regionr. The values fow fd, range from 2.5 for high-value manufactured go@dg.( scientific

5 Equation (8) is also consistent with thage curve idea of Blanchflower and Oswald (1995) that sutges
inverse relationship between workers’ pay and ¢icallrate of unemployment.
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equipment), 8 for primary goods (e.g., agricultuer)d 10 or more for low-value manufactured
goods.
We define average technical change for a givenstrgl as the share-weighted sum of the
technical change terms already defined,
a, =af, +§ af; . (15)

where §, is the cost share of theh factor.

All firms are assumed to operate in perfectly cetitiye markets and so we impose a zero-

pure-profits condition that is expressed as eqgatnenues with costs;
pf;, +af;, = Ziszl ShFr ( pfijIrZ + qfij'r: ) + Zzl% ( pfkj!r + qfk]!r ) ta. (16)
Equation (16) forces revenue for the fin(rpfjr +qur) to move with the sum of the costs of the

factor inputs( pf.~ +qf.F) andk intermediate input{ pfy, +qfk}r), weighted by cost shares (the

ijr ijr

Ss). Equation (16) determines tlﬁ¢,r)-th industry’s activity Ievel(qur). Commodity prices
are determined by a market-clearing condition Bahecommodity.

To facilitate the imposition of changes in theatele price of ports and rail freight, we add
the equation

rp; = pf, —cpi,, jD{ports, rail freigh}, a7

wherecpi, is the consumer price index in region

In order to impose exogenous changes in employrpentunit of output we add the
equation

F_

ofl,, =df; —df, , i =labour. (18)

3.3.3 Household accounts
The household accounts we add to MMRF represendigtribution of real incomes across

households in eight Australian regions.

3.3.3.1 Theory
Two measures commonly used to compute the berbéitsaccrue from a price change are
compensating variation (CV) and equivalent varia{igV). Both compute the amount of money

that would bring the consumer back to their origuiity level prior to a price change. Both

16



CV and EV apply a ‘money-utility’ concept ratherathutility itself. A modified version of the
CV is based on redefining real income as constanthasing power. Applying this concept to
measure changes in real income means there isatbtaanake any specific assumptions about
consumer preferences or utility functions.

The computation of CV normally assumes unchangiogsehold income and, therefore,
emphasises only the role of each household’s copgsompatterns in determining the welfare
impact of a price change. But in a general equulib framework household income is not
constant, so we extend the modified CV to accoanthanging income. For a household, real
income can then be defined as nominal factor egsnand transfers received from different
sources deflated by a household-specific consumiee index (HCPI). Then, the first-order
approximation to the percentage change in ¢ith household’s CV, relative to the initial

consumption bundle and factor ownership, can beessgd as
cv°=—(i°—p°), (19)
wherei® and p° are the percentage changes in income and the fd€ Rbuseholdt. p° is the

average percentage change in the prices ohtheods consumed, weighted by expenditure

sharesS; :
P°=> . Sip,- (20)
Differences in the sources of incorifefor thec-th household can be expressed as
i°=>" Sy, (21)

where S; is the share of income sourgein total household income, arigl is the percentage

change in the price of income souge The elements of the set of income sougés33) are
listed in Table 1.

The income side of our modified CV is the amouhtnmney that would encourage
households to supply the same amount of factofias to any price change. But the general

equilibrium effects of industry changes will leaddhanges in factor supply and employment, as

well as factor returns. To account for such change redefing® as

=3 S(ig+a,), (22)

17



where g, is the percentage change in the demand (or emgloynof income sourcg. Thus,

our modified CV assesses the impact of a policyngkaon a given household or household
group via the computation of the change in reabine.
In computing real household income changes, @equantity changes are mapped from

less detailed MMRF variables to more detailed \#es in the household accounts. Commaodity
prices are mapped g3, = ZleM w Py » Where a regional subscript has been addedGivig,

is a (0,1)-integer matrix mapping from MMRF comnteei to more detailed household
expenditure data. The household-specific consipriee index in regiom p; is then a share-

weighted sum ofp°. across all commodities.

nr

Wages for then (=8) occupations are mapped i§s=w,, +1_, i.e., the wage rate times
the quantity of labour ofm,r)-th occupation. Thes (=12) non-labour income sources are
NL
r

mapped as¢ = pf ™ +qf ", where pf" and gf " are the average rental rate and quantity of

capital and land in region

For income sourcg = unemployment benefitsy, = cpi + pbr +unem, where cpi is the
national consumer price indexbr is the federal government’'s personal benefitsiptseate,
and unem is the number of unemployed in regiaon For other government benefits, income is
mapped as, =cpi + pbr + pop,, where pop, is population in regiom. Note thatcpi is the
numeraire, andpbr and pop, are assumed to be exogenous. Thus, governmerfitben

payments will only be affected via changes in thenber of unemployed. Household income

. . . 33 . . . .
from all income sources is thef‘:Zg:lS;r'; , Where S, is the share of income sourgen

total income for household in regionr. Household disposable incont, is determined as
di =9i7 - STf(i,C +tr), wheretr is the income tax rate, arffl is the share of total income in

disposable income an8T° is the share of income taxes in disposable incoReal household

disposable incomedi’ is then

rdi; =di; - pr. (23)
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3.3.3.2 Data

The household accounts are based on unit-recandehold survey data taken from the
1993/94 Household Expenditure Survey (HES93) (ABS4). The survey contains detailed
information on household consumption patterns arsdme sources of 8,389 sample households
across the eight Australian states and territori@ the income side, the HES93 lists private
income sources, such as wages and salaries frdmh @gupations and non-wage income from
investment or business sources, as well as vagousrnment transfer payments, such as family
allowances, unemployment benefits and age pengsaesTable 1). It also contains expenditure

data on more than 700 goods and services.

Table 1. Mapping between MMRF income sources andousehold income sources

MMRF Household accounts
Labourincome Managers, Professionals, Para-Professionals, Tpadems, Clerks, Salesgons
sources (8) Plant/Machine Operators, Labourers
Non-labour Interest, Investment, Property Rent, SuperannuatBusiness, WorkersCompensatior
income sources Accident Compensation, Maintenance, Other Regulaurcs, Private Scholarsh
(12) Government Scholarship, Overseas Pensions
Sickness Benefits, Family Allowance, Veteran's Rams Unemployment Benefits, A
Government Pensions, Widows’ Pensions, Disability Pensionsppmentary ParenBenefits, Wife's
benefits (13) Pensions, Other Australian Government Benefits, AUBY Support, Carer’s Pensiot
Other Overseas Government Benefits
Income tax (1) Direct tax

In reporting distributional effects from MMRF, vgeoup households according to regional
income deciles. Given the focus of this work ie #ffect of port and rail freight industry
changes, Table 2 presents the national share ofehold expenditure allocated to these
commodities across income deciles. We noticettieshare rises slightly as household income
rises. Table 2 also presents the distributioncafskehold income across income sources for each
decile. It shows that government benefits aredibminant source of household income for the
first three deciles, whereas labour income is tlestrimportant income source for the remaining
seven deciles. The data also show a steadilygridirect tax rate as income rises. The data

patterns are as expected.

19



Table 2. Selected expenditure and income sharestional

Income Share of ports and rail Household income shares Direct tax rate
decile freight expenditure in tote  Non-labour  Labour income ~ Government (%)
expenditure incomet benefits
Lowest 0.004 -0.091 0.327 0.764 3.0
Second 0.004 0.099 0.417 0.485 6.0
Third 0.005 0.142 0.338 0.520 6.4
Fourth 0.004 0.109 0.501 0.390 9.3
Fifth 0.004 0.181 0.633 0.186 14.0
Sixth 0.006 0.156 0.737 0.107 16.5
Seventh 0.006 0.158 0.771 0.071 18.5
Eighth 0.006 0.133 0.842 0.025 20.2
Ninth 0.007 0.126 0.863 0.012 22.5
Highest 0.006 0.195 0.802 0.003 29.1

Source: MMRF household accounts.

& Non-labour income sources are defined in Tabl@hey are based on taxable income; thus, theydieclasses from business
and property income. Such losses dominate noritaboome for the lowest income decile as a whole.

3.4 Model closure
The model containg equations ang variables wheren< p, so to close the model(=p -

m) variables must be set as exogenous. The exogevawmbles are chosen so as to
approximately simulate a long-run environment. §hechnical change, indirect tax rates, and
industry depreciation rates are exogenous. Toucaghe overall scarcity of land, we also fix
industry land usage. As this study is concerneth Wie reallocation of existing factors rather
than growth effects, the national supply of capgdixed. This means that any excess demands
for capital at initial prices (due to industry clgas) are partly reflected in rental price changes
and partly reflected in the reallocation of capitaross regions and sectors: capital moves
between industries and across regions to maxirtsgate of return. The national consumer price

index is the numeraire, thus nominal price charggesneasured relative to this composite price.

4. Calculating industry-specific changes
Determining changes specific to the ports andfraight industries over the 1990s is an
important input to this work. The structure of sheindustries at the end of the 1990s was
different from that at the beginning of the microeomic reform process in the early 1990s.
While it seems reasonable to attribute most of éhesanges to the reform process directed
specifically to these industries, changes have roedun the other parts of the economy that are
likely to also have influenced the changes obseimdtiese industries. But we do not wish to

consider all historical events that have reshapede industries over the 1990s, but rather to
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isolate all changes that are specific to thesegtiths. To estimate such changes, the observed
changes in these industries need to be adjustedmove the effects of external factors. |If
complete information on changes in the quantitiesd@ustry inputs and outputs was available,
these changes could be imposed directly as shotkbied model to generate the requisite
equilibrium prices and quantities for ports and fegight, as well as other commodities and
primary factors. But information is only availal@ two industry variables: employment and
output prices.

The observed changes in industry gross employctentain an expansionary effect caused
by economy-wide output growth (due to changes indpctivity, tastes and preferences,
technology, etc.), which may be unrelated to inguspecific changes. To remove this effect,
employment per unit of output is used to simuldte thange in the ports and rail freight
industries’ employment. Employment per unit of puit is calculated as observed gross
employment divided by the quantity of output. Fparts, output is cargo handled annually in
mass tonnes; for rail freight, output is net freigginne kilometres.

In imposing the changes in employment per unibatiput on the model, this typically

endogenous variablefl, in equation (18), must bet set as exogenous. i§kiscommodated by

setting labour-augmenting technical change as esungs, af.” (i :Iabour) in equation (4).

i
This implicitly assumes that any change in unitpotitemployment can be attributed to a change
in industry-specific labour productivity.

In calculating the price shocks, we want to remthweeffects of factors not specific to the
ports and rail freight industries, e.g., inflationcome growth, population expansion, etc. The
impacts of these external effects on the priceastspand rail freight can be removed, to a large
extent, by calculating a ‘real price index’, i.the observed market price divided by the consumer
price index (CPI). If the CPI is taken as a préorythe price index of all goods and services, the
real price of ports and rail freight can be coneetly interpreted as a relative price. Any
deviation of the real price from the CPI can thenitterpreted as indicating changes caused
purely by industry-specific factors. The real priof ports and rail freight is typically an

endogenous variable in the modgp,

y. In equation (17). To impose the price change!MRF,
we set it as exogenous and all-input-augmentinignieal change is set as endogenaafs, in

equation (3). This implies that any price change lbe attributed to a change in the technology

affecting the use of all inputs in the productidrports and rail freight services.

21



Changes in these industries are also likely tecaffjovernment revenue. To neutralise the
effect of changes in government revenue in theyaiglwe fix the federal budget deficit and
endogenise the income tax rate. We also fix the#gbudeficit for all state governments and
endogenise their payroll tax rates. This assuimasfor a given level of public expenditure, any
increased tax revenue due to industry changes beillautomatically returned to households
though a decrease in their income tax rates, agitehipre-tax wage rates due to lower payroll
tax rates on firms.

5. Results

5.1 Economy-wide effects

In this section the estimated changes in thepeed¢ and employment per unit of output in
the ports and rail freight industries are appliedMMRF to project the effects of these changes
on the wider economy. The changes are estimabed frublished statistics and are reported in
Table 3¢ We see that employment per unit of output deesatightly for the ports industry,
from a maximum of -9.7% in NSW and a minimum o0f3%. in Queensland. Much larger
changes in employment per unit of output were ofegkfor the rail freight industry: this ranged
from -72% in WA to -16% in Victoria. The changesrieal prices were generally negative and
were also smaller for the ports industry; price ndes ranged from 0.1% (NT) to -6.4%
(Victoria) for the ports industry; price changesgad from -3% (Victoria) to -33% (Tasmania)

for the rail freight industry.

6 MMRF does not contain separate ports and raigfieindustries. These industries form part ofltiger Services
to transport (ports) andRail transport (rail freight) industries in MMRF. Changes in dmpnent per unit of
output reported for ports and rail freight were gited by the share of these sectors’ employmeStrivices to
Transport andRail Transport. The changes in unit-output employment in théspand rail freight industries were
greater than the weighted changes that are repiorfEable 3. Further details on the calculatiorihef shocks are
presented in Verikios and Zhang (2005).
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Table 3. Estimated changes in port and rail freighindustry variables: 1989/90-1999/00
(percentage change)

Variable NSW Vic Qld SA WA Tas NT ACT
Ports
Employment per unit of output -9.7 -7.3 -2.3 -7.1 9.1 54 -7.2 na
Supply price -4.5 -6.4 -2.2 -3.5 -1.9 -1.4 0.1 na
Rail freight
Employment per unit of output  -43.8 -16.4 -51.1 -38.6 -72.4 -47.7 na na
Supply price -17.5 -3.0 -20.1 -10.9 -29.0 -33.2 na na

Source: SCNPMGTE (1995, 1996, 1998); PC (2002); ANRC (198493, 1994, 1995, 1997); FreightCorp (1998, 129®0);
Queensland Rail (1998, 1999, 2000); Westrail (12080). See Chapter 4 of Verikios and Zhang (28@5further details.

A CGE model captures both the direct and indie#ects of a given shock to the economy.
The major determinant of the direct effects of demin the ports and rail freight industries is
their combined importance in the economy as a whdir model data indicates that value-
added for these industries made up around 2.2%todnmal value-added. This varies from less
than 1% in the Australian Capital Territory (ACTO 8.1% in South Australia. Port and rail
freight services are predominately used to trangbeds between industries and to export points.
This means they are typically used as a margintimpwproduction. Thus, changes in these
industries will mainly affect household incomesinedtly, by affecting returns to primary factors
and the prices of final goods and services.

The results of applying the estimated changesmpleyment and prices to MMRF are
reported in Table 4. The estimated changes in-autput employment will determine the
changes in labour productivity. The estimated changes in supply prices will deiee the
change in the productivity of all inputs, i.e., pglimary factors and intermediate inputs. The
change in labour- and all-input augmenting techHrébange is summed to give average technical

change,a; in equation (15). This change is closely reldtethe change in the supply price for

the industry. Average productivity is projectedrigprove in all regions where industry changes
were observed except the Northern Territory (NTAs expected, larger improvements are
estimated for the rail freight industry. The pattef productivity changes across regions largely

mimic the pattern of changes in real prices ant-omiput employment reported in Table 3.

7 When referring to productivity changes in discngsmodel results, we are referring to the modeivadent of
input per unit of output. Thus, a negative chaingeroductivity represents an improvement.
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Table 4. Ports and rail freight industry effects die to changes in unit-output employment
and relative output prices: 1989/90-1999/00 (perctage change)

Variable NSW Vic Qld SA WA Tas NT ACT
Ports
Labour productivit$ -13.7 -3.4 -0.3 -9.9 -15.7 -10.6 -17.3 0.0
All inputs productivity © 2.6 -4.6 2.2 1.1 5.0 3.8 7.9 0.0
Average productivit§ -4.5 -6.2 -2.3 -3.3 -2.7 -1.3 0.1 0.0
Rail freight
Labour productivit$ -48.8 -24.3 -58.3 -48.1 -72.1 -34.5 0.0 0.0
All inputs productivity © 4.9 8.3 4.7 10.8 -12.2 -22.8 0.0 0.0
Average productivity -17.3 -2.7 -20.9 -10.6 -19.9 -28.6 0.0 0.0

Source: MMRF simulation.
& This is the input requirement per unit of outpthyys, a negative sign signifies an improveméhtThis relates to all primary
factors and intermediate inputs.

The national changes in relative occupationalnme® (Table 5) indicate which occupations
are favoured by the industry changes; these shage kzlative reductions fd?lant and machine
operators, drivers, Salespersons and personal service workers, andPara-professionals. This is
because around half of all wage payments in thes@rrail freight industries are made to these
three occupations. Thus, when significant labdwedsling occurs in these industries it is
primarily Plant and machine operators, drivers, Salespersons and personal service workers, and
Para-professionals who are affected, and consequently the wage fatebese occupations must
fall for them to be reemployed in other industriéSccupations that are least used in the ports
and rail freight industries and most used in expanchdustries experience the largest increases
in relative incomes, e.g2rofessionals.

The national pattern of relative changes in octiapal incomes is generally repeated at the
regional level but with different absolute changesoss regions. In general, the relative
movements in labour income across regions refleet relative productivity changes across
regions; relative productivity improvements leadhigher relative labour incomes and vice versa.
The exceptions here are WA and Queensland. THecte the importance in these regions of
rail freight in the movement of goods to exportmisj particularly mining goods, and the
importance of exports in total output. Thus, bofhthese regions experience strong export

growth due to the large productivity improvememtsheir rail freight industries.
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Table 5. Regional effects of changes in the porasid rail freight industries: 1989/90—
1999/00 (percentage change)

Variable NSW  Vic Qld SA WA Tas NT ACT  Aust
Labour income -0.14 -0.71 0.0t -0.6& 1.6€ -0.2C -0.27 -0.0¢ 0.0z
Managers & administrators -0.18 -0.67 -0.10 -0.54 0.64 -0.34 -0.40 -0.06 30.2
Professiona 0.4¢ -0.4¢ 0.92 -0.2¢ 2.7¢ 0.0¢ -0.07 0.0C 0.3¢
Para-professionals -0.50 -0.81 -0.23 -0.93 1.90 -0.24 -0.34 0.07 -0.31
Tradespersons 0.14 -0.75 0.35 -0.55 1.84 -0.16 -0.25 -0.21 0.06
Clerks 0.00 -0.61 0.37 -0.53 2.30 -0.14 -0.25 0.01 0.06
Salespersons & personal service wor -0.5¢ -0.74 -0.5¢ -0.8¢ 1.2¢ -0.2¢ -0.57 -0.1C -0.44
Plant & machine operators; drivers -1.00 -1.17 -1.22 -1.46 0.96 -0.44 0.00 0.03 -0.87
Labourers & related worke -0.2C -0.74 -0.11 -0.63 0.9C -0.2¢ -0.4: -0.11 -0.2¢
Non-labour income 0.82 -0.0¢t 1.24 0.17 3.0 0.32 0.5¢ 0.4€ 0.8t
Unemployment benefits 1.67 271 1.38 3.02 -2.49 0.58 152 0.71 1.65
Other government benefits 0.0 0.0 0.0 0.0 0.0 00 .0 0 00 0.0
Direct tax rate 0.07
CPI 0.0C -0.14 0.01 -0.1: 0.5C -0.11 -0.14 0.0z 0.C

Source: MMRF simulation.

Non-labour income also increases nationally réfigcincreased demand for capital and
land. The relative changes in non-labour incomesacregions reflect the pattern of movements
in labour income across regions. Unemployment fitsni@ll in regions that experience higher
employment (WA) and rise in regions that experidoeesr employment (all other regions).

Besides the changes in primary factor incomesdliteet tax rate will also affect household
post-tax income. With the assumption of a fixedefal budget deficit and an endogenous direct
tax rate, changes in the direct tax rate are driwehe effect of changes in the ports and rail
freight industries on total tax revenue. Changéastal tax revenue are driven by the effect of the
industry changes on the level of economic activityhile productivity improves in most regions,
there is a small contractionary effect in net teomsconomic activity nationally; thus the direct

tax rate rises slightly (0.07%).

5.2 Household effects

The changes in factor incomes and the prices oflg@nd services projected by MMRF
are used to compute changes in individual housetealdincome. These results are presented by
income deciles for each of the eight regions arttbnally in Table 6. At the national level all
income deciles gain; the first (0.45%) and third3830) deciles gain the most. In aggregate, the
gain is small at 0.18%. The income changes aghtbliprogressive as shown by the small fall in
the national Gini coefficient (-0.02%). The na@brpattern of progressive income effects is

replicated in all regions except Queensland, WA thedACT.
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Table 6. Changes in household real income and ineglity (percentage change)

Income decile NSW Vic Qld SA WA Tas NT ACT Aust
Lowest 0.40 0.46 0.48 0.35 0.68 0.26 0.20 0.14 0.45
Second 0.23 0.16 0.25 0.34 0.16 0.19 -0.05 0.14 00.2
Third 0.32 0.30 0.36 0.50 0.57 0.21 0.11 0.11 0.35
Fourth 0.18 -0.09 0.27 0.24 0.57 0.17 0.06 0.10 60.1
Fifth 0.19 -0.18 0.32 -0.06 0.74 0.16 0.12 0.15 50.1
Sixth 0.15 -0.20 0.32 -0.21 1.25 0.10 -0.05 0.10 170.
Seventh 0.17 -0.24 0.23 -0.20 1.34 0.05 -0.06 0.120.16
Eighth 0.11 -0.35 0.24 -0.33 1.49 -0.04 -0.12 0.11 0.10
Ninth 0.09 -0.38 0.37 -0.34 1.35 0.07 -0.09 0.12 110.
Highest 0.21 -0.32 0.56 -0.26 1.47 0.09 -0.04 0.14 0.20

All deciles 0.18 -0.19 0.35 -0.13 1.12 0.10 -0.01 .120 0.18
Gini coefficient -0.02 -0.13 0.04 -0.16 0.24 -0.03 -0.04 0.00 -0.02

Source: MMRF simulation.

Decomposing the change in real household incomdedayle into the change in nominal
disposable income and the change in the price indeicates that nationally the price changes
are around -0.1% for all deciles. Thus, the d#fees in real household income across deciles
are mainly a reflection of the differences in noatidisposable income across deciles: the latter
show relatively larger income gains for lower in@deciles. The relatively larger income gains
for lower income deciles are mainly due to a riséabour income and unemployment benefits.
Most upper income deciles receive relatively smatereases in labour income (or experience
small falls in labour income), and gain little frothe rise in unemployment benefits as the

unemployed are found mainly in lower income deciles

6. Sensitivity analysis

It is possible that our results are sensitive tanyn assumptions underlying the
implementation of MMRF. Therefore, it is appropei@o investigate the sensitivity of the model
results with respect to key parameters (elastg)itg® as to assess the robustness of the results.
Table 7 reports the estimated means and standatdtides for real household income and
inequality if the relevant parameters vary symmngatly by up to 50% following a triangular
distribution. The calculation of means and stadddeviations was carried out using the
systematic sensitivity methods automated in the GEBRIK economic modelling software
(Harrison and Pearson 1996). These methods rely Gaussian quadrature to select a modest
number of different sets of values for the varypagameters (DeVuyst and Preckel 1997). The
model is solved using each different set of parametlues and the means and standard

deviations are calculated over the several solgstiohthe model. The calculated means and
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standard deviations will be good approximationthtrue means and standard deviations under
certain conditions (Arndt and Pearson 1996).

Table 7. Results of systematic sensitivity analysihousehold real income and inequality
(percentage change)

Variable NSW Vic Qld SA WA Tas NT ACT Aust
1. Mean
All deciles 0.18 -0.19 0.35 -0.13 1.12 0.10 -0.01 .120 0.18
Gini coefficient -0.02 -0.13 0.04 -0.16 0.24 -0.03 -0.04 0.00 -0.02
2. Elasticity of substitution across occupations
All deciles 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Gini coefficient 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
3. Elasticity of primary factor substitution
All deciles 0.02 0.02 0.02 0.02 0.02 0.02 0.03 0.03 0.02
Gini coefficient 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
4. Elasticity of import-domestic substitution
All deciles 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Gini coefficient 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
5. Elasticity of intra-domestic substitution
All deciles 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00
Gini coefficient 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00
6. Elasticity of export demand
All deciles 0.01 0.03 0.04 0.02 0.07 0.03 0.06 0.01 0.01
Gini coefficient 0.00 0.02 0.01 0.01 0.01 0.02 0.01 0.00 0.00
7. Elasticity of employment with respect to thel age
All deciles 0.01 0.02 0.00 0.02 0.04 0.01 0.01 0.01 0.01
Gini coefficient 0.00 0.01 0.00 0.01 0.01 0.00 0.00 0.00 0.00
8. Elasticity of labour supply
All deciles 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Gini coefficient 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Source: MMRF simulation.

In Table 7 the first two rows are the calculatedams across the different solutions. As
expected they are the same as for the originallation as reported in Table 6. The other sets of
results in Table 7 report the values of the stahd@viations as each group of parameters (e.g.,
elasticity of substitution across occupations) @ied by 50%. When calculating means and
standard deviations, the industry/commodity dimemsof each parameter value is varied

together whereas the regional dimension is vame@pendently. The results indicate that, in

8 That is: (i) simulation results are well approxte by a third-order polynomial in the varying paegers: (i)
varying parameters have a symmetric distributidii); farameters either have a zero correlationrer gerfectly
correlated within a specified range chosen by ger.u

9 For example, in testing the sensitivity with restptd the elasticity of substitution across occigre, regional
variations were independent (so the elasticity imayaried up in one region and down in anothermre@i one of
the simulations) but are varied together for adlustries in each region. This requires runnind=12<8 regions)
simulations.
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general, our estimates of household real incomectsffare remarkably robust with respect to
variations in nearly all model parameters becabhsgeesstimated standard deviations are much
smaller than the simulation results. There areva éxceptions and these are for WA and NT,;
this is for the elasticity of export demand and ¢leesticity of employment with respect to the real
wage. The results also show our estimates of mld@guare invariant to model parameters. Thus,
we can be fairly confident of the size of the ollezffect on households’ welfare and inequality,

at the regional and national level, from the estgdachanges in the ports and rail freight

industries.

7. Concluding remarks

We apply a simple framework for analysing therdisttional impacts of structural changes
in Australian ports and rail freight industries ithgy the 1990s. Our framework is a computable
general equilibrium model with detailed househottcunts and microsimulation behaviour.
Our results show that changes in the ports andreadht industries over the 1990s have had a
small positive impact on household real income aneéry small decrease in inequality. Overall,
household real income is higher by 0.18%. Thisesithe uneven distribution of the effects
across regions; households in New South Wales %), 18ueensland (0.35%) and Western
Australia (1.12%) benefit the most whereas housishiml Victoria (-0.19%) and South Australia
(-0.13%) lose the most. For most regions inequddtls. Nationally, the Gini coefficient is
estimated to have decreased slightly by 0.02%. siféty analysis indicates that the
distributional and welfare impacts are robust widspect to variations in nearly all model
parameters.

Structural change in the ports and rail freigldustries is estimated to have significantly
improved input-augmenting technical change forirgtluts but particularly labour inputs. The
significant improvement in labour-augmenting teclhichange leads to a redistribution of
income from labour to non-labour primary factor§he improvements in overall productivity
lower the prices of the services provided by thesestries and, to a lesser extent, other goods
and services. Generally, all income deciles beegfially from lower prices. The improvement
in productivity increases nominal income for mostame deciles, but the greatest income
increases are experienced by those householdseitotter income deciles. Lower income
deciles also gain from the rise in unemploymentefiesnin most regions. Our results suggest
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that almost all income deciles were better off ttuehanges in these industries over the 1990s,
changes that were mainly driven by the implemeoradif microeconomic reform policies.

This work makes a number of contributions. Onhadds to the few Australian studies that
have attempted to estimate the distributional &fed structural change due to microeconomic
reform of infrastructure industries. Two, it repeats a methodological advance on these existing
studies by estimating the effects on both sideth@fhousehold budget, i.e., expenditure effects
and income effects. Three, this work adds a regialimension to the analysis that is also
lacking in previous studies. Thus, this work ademthe limited analysis of the distributional
effects of the microeconomic reform of infrastruetuindustries by applying a more
comprehensive analytical framework. Four, we hasemated the effects on two important
infrastructure industries of a policy change thaswvstrongly resisted for nearly a century by
Australian governments, their constituents and macgnomists. We have shown that
previously state-owned monopoly industries can Bgpee significant structural changes while
generating improvements in household real incomeg waithout adversely affecting income

inequality: this is an important research finding.

References

Aaberge, R., Colombino, U., Holmgy, E., Stream, Bd &Vennemo, T. (2007), ‘Population ageing and
fiscal sustainability: integrating detailed lab@upply models with CGE models’, in Harding, A. and
Gupta, A. (eds.),Moddling Our Future Social Security and Taxation, Volume |, Elsevier,
Amsterdam, pp. 259-90.

Arndt, C. and Pearson, K. (1996), ‘How to carry @yistematic sensitivity analysis via Gaussian
quadrature and GEMPACK'GTAP Technical Paper No. 3, Purdue University, West Lafayette,
Indiana.

Arntz, M., Boeters, S., Glrtzgen, N. and Schub&t, (2008), ‘Analysing welfare reform in a
microsimulation-AGE model: the value of disaggrémat Economic Moddling, vol. 25, issue 3, pp.
422-39.

ABS (Australian Bureau of Statistics) (1994993-94 Household Expenditure Survey, Australia: Unit
Record File, Cat. No. 6535.0, ABS, Canberra.

—— (2001a),Consumer Price Index, Australia, Cat. No. 6401.0, ABS, Canberra, April.

ANRC (Australian National Railways Commission) (199993, 1994, 1995, 1997Annual Report,
ANRC, Canberra.

Baekgaard, H. (1995), ‘Integrating micro and mackdeis: mutual benefits’, in Binning, P., Bridgman,
H. and Williams, B. (eds.)nternational Congress on Modelling and Smulation Proceedings, Volume
4 (Economics and Transportation), University of Newcastle, Australia, pp. 253-8.

Blanchflower, D.G. and Oswald, A. (1995), ‘Interioaial wage curves’, in Freeman R.B. and Katz, L.F.
(eds.),Differences and Changes in Wage Structures, University of Chicago Press, Chicago, pp. 145—
74.

29



Commonwealth of Australia (1993)ational Competition Policy, Report by the Independent Committee
of Inquiry (Hilmer Report), Commonwealth Governmeninter, Canberra.

Davies, J. (2004),Microsimulation, CGE and Macro Modelling for Transition and Developing
Economics, Paper prepared for the United Nations Universityorld Institute for Development
Economics Research (UNU/WIDER), Helsinki.

DeVuyst, E.A. and Preckel, P.V. (1997), ‘Sensitivitnalysis revisited: a quadrature based approach’,
Journal of Policy Modeling, vol. 19, issue 2, pp. 175-85.

Dixon, P.B., Malakellis, M. and Meagher, T. (19963, microsimulation/applied general equilibrium
approach to analysing income distribution in Adgraplans and preliminary illustration’, Paper
presented to the Industry Commission ConferencEauity, Efficiency and Welfare, November 1-2,
1995, Melbourne.

FreightCorp (1998, 1999, 200@nnual Report, FreightCorp, Sydney.

Harrison, W.J. and Pearson, K.R. (1996), ‘Compusiotutions for large general equilibrium models
using GEMPACK’,Computational Economics, vol. 9, no. 2, pp. 83-127.

IC (Industry Commission) (1993Port Authority Services and Activities, Report No. 31, AGPS, Canberra,
May.

—— (1995), The Growth and Revenue Implications of Hilmer and Related Reforms, AGPS, Canberra,
March.

Johansen, L. (19600 Multisectoral Study of Economic Growth, North-Holland, Amsterdam.

Kalb, G. (1997),An Australian Modd for Labour Supply and Welfare Participation in Two-Adult
Households, Ph.D thesis, Monash University, October.

King, S. and Maddock, R. (1996)Jnlocking the Infrastructure: The Reform of Public Utilities in
Australia, Allen & Unwin, St Leonards, New South Wales, AaBa.

Madden, J.R. (2000), “The regional impact of naglarompetition policy” Regional Policy and Practice,
vol. 19, no. 1, pp. 3-8.

Meagher, G.A. and Agrawal, N. (1986) ‘Taxation reficand income distribution in Australigdustralian
Economic Review, vol. 19, no. 3, pp. 33-56.

Naqvi, F. and Peter, M.W. (1996), ‘A multiregionadultisectoral model of the Australian economy with
an illustrative application’Australian Economic Papers, vol. 35, issue 66, pp. 94-113.

Orcutt, G.H. (1967) ‘Microeconomic analysis for gietion of national accounts’, in Wold, H., Orcutt,
G.H., Robinson, E.A., Suits, D. and de Wolff, Pdq¢, Forecasting on a Scientific Basis:
Proceedings of an International Summer Institute, Centro de Economia e Financas, Lisbon, pp. 67—
127.

Polette, J. and Robinson, M. (199Modelling the Impact of Microeconomic Policy on Australian
Families, Discussion Paper 20, National Centre for Soama EBconomic Modelling, University of
Canberra.

PC (Productivity Commission) (1996aBBE Price Reform: Effects on Household Expenditure, Staff
Information Paper.

—— (1996b), Reform and the Distribution of Income: An Economy-wide Approach, Staff Information
Paper.

—— (1999),Impact of Competition Policy Reforms on Rural and Regional Australia, Ausinfo, Canberra.

—— (2002), Trends in Australian Infrastructure Prices 1990-91 to 2000-01, Performance Monitoring,
Auslnfo, Canberra.

Queensland Rail (1998, 1999, 2008 nual Report, Queensland Ralil, Brisbane.

SCNPMGTE (Steering Committee on National Performeamdonitoring of Government Trading
Enetrprises) (1995), Government Trading EnterprRegormance Indicators: 1989-90 to 1993-94,
Volume 2, SCNPMGTE.

30



—— (1996), Government Trading Enterprises Perfoceaimdicators: 1990-91 to 1994-95, Volume 2,
SCNPMGTE.

—— (1998), Government Trading Enterprises Perfomadndicators: 1992-93 to 1996-97, SCNPMGTE.

Toder, E., Favreault, M., O'Hare, J., Rogers, amBartino, F., Smith, K., Smetters, K. and Rust, J.
(2000),Long Term Model Development for Social Security Policy Analysis, Final Report to the Social
Security Administration, USA, The Urban Institute.

Verikios, G. and Zhang, X-G. (200Wlodelling Changes in Infrastructure Industries and Their Effects on
Income Distribution, Research Memorandum MM-44, Productivity Commissi®eptember.

—— (2008),Distributional Effects of Changes in Australian Infrastructure Industries During the 1990s,
Staff Working Paper, Productivity Commission, Jagua

Westrail (1998, 2000Annual Report, Westrail, Perth.

31



	cover g-230
	text

