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INTER-INDUSTRY ANALYSIS : THE ORANI MODEL OF
AUSTRALIA'S INDUSTRIAL STRUCTURE
by

*
B. R. Parmenter

IMPACT Rescarch Centre
University of Melbourne

1. Introduction

Inter-industry analysis emphasises fhe idea that the economy
should be viewed as a complete system of interdependent industrial
sectoTrs. Individual industries supply produced inputs to each other,
they compete for the economy's supplies of primary factors, they
compete for sales in domestic markets and they interact with each other
via international trade. The implications of industrial interdependence
are often crucial to the understanding of the effects of changes in
economic circumstances both on particular industries and on the economy
as a whole. Consequently, the ability to capture inter-industyvy effects
is of great importance for policy énalysis. This chapter is about some
methods which have been developed to model industry interactions in order
to provide detailed quantitative projections of the effects of policy-

relevant changes on the Australian economy.

Two elements are essential for the type of analysis with which
this chapter is concerned. The first is a theoretical representation
of the ways in which industrial sectors interact with each other. The
second is data which reflects the extent of the interactions for the
economy of intérest. Combining these two elements can be a complex task,
especially if the range of interactions which are to be represented is Qide
and if a detailed indusfrial disaggregation of‘the economy 1s fo be

retained in the data. Informal methods of analysis are not appropriate

1. The author wishes to thank. Alan Powell and Peter Dixon for their
comments on an earlier draft of this chapter. Responsibility for any
errors and for all views expressed lies solely with the author.



in this context. Quantitative inter-industry analysis requires the
establishment of formal economic models to trace out the implications

of the theory and data about sectoral interactions in the economy.

ORANI is an example of such a model1 which has been constructed to
represent the contemporary Australian economy and which has been used
for the analysis of a variety of current policy issues. These include
the effects of changes in the rates of tariff protection against imports,
the effects of changes in the exchange rate, the effects of a mineral-
export boom, the effects of changes in world commodity prices, the
effects of changes in domestic real wages, the effects of macro-cconomic
strategies aimed at reducing unemployment, the effects of changes in the
pricing policy for domestic crude oil and the effects of home-price
schemes for agricultural export commodities.2 The ORANI model is the
main example which is used in this chapter to illustrate what is to bhe

said about inter-industry analysis.

The remainder of the chapter is organized as follows.
SectionkZ contains a discussion of the primary sources of interdependence
between industries in the Australian economy. It also includes illustra-
tions of why it is important, from the point of view of policy analysis, to
account for these interactions. Section 3 contains material about inter-

industry modelling. The forerunner of modern inter-industry models,

Leontief's open, static, input-output model is outlined in subsection 3.1.

1. ORANI was developed as part of the IMPACT economic research project.
IMPACT was originally sponsored by a number of Commonwealth government
agencies and now operates under the joint sponsorship of the Common-

wealth Government and the University of Melbourne. The Industries
Assistance Commission has taken a leading role among the participating
agencies throughout the life of the project. See Powell (1977),

Dixon, Parmenter, Ryland and Sutton (1977), and Dixon, Parmenter,
Sutton and Vincent (forthcoming).

2. References for these studies are Powell (1977), Dixon, Parmenter, Ryland
and Sutton (1977), Dixon, Parmenter and Sutton (1877, 1978a and 1978b) ,
Dixon, Harrower and Powell (1977), Powell and Parmenter (1979), Dixon,
Powell and Parmenter (1979), Vincent, Dixon; Parmenter znd Sams (1979‘nnd

1980)3 Dixon, Parmenter, Powell and Vincent (1979), and Parmenter, Sams
and Vincent (1980). ,



In subsection 3.2, ORANI is described and reclated to the input-output
prototype. First, a simple stylized version of the model's theorerical

structure is presented (subsection 3.2(a)) followed by some details of

the main features of the implemeﬁted version (subsection 3.2(b)). The
results of an illustrative application of ORANI are presented in section 4.
The question analysed in the application is the effects of a 10 per cent

increase in domestic steel prices.  Some Dbrief concluding remarks are

offered in section 5.

2. Inter-Industry Linkages and their Importance for Policy Analysis

A useful way in which to organize data about the structure
of an economy is to categorize individual producing units into industries.
Many possible criteria, not all independent, might be used in the classifica-
tion. Similarity of outputs (the "textiles'" industry), similarity of input
structures (''metal procéssing"), regional location ("high-rainfall-zone
farming') and demand chafacteristics (the ''tourist" industry) are cxampies.
The degree of observed interdependence between industries will not be indepen-
dent of how industriés are classified. In particular the higher the degreec
of disaggregation which is specified in defining the industrial structure,
the more interdependent will ‘the individual industries appear. Interactions
between industriés defined at a high level of disaggregation - the purchase
of yarn by the "weaving' from the "spinning" industry, for example, or the
substitution of plastic belts (produced in the ‘plastic apparel products' ind-
ustry) for leather belts (producedin the "leather apﬁarel products' industry) -
simply cancel out as intra-industry effects at higher levels of aggregation
when only a single '"textiles'" industry and a single '"clothing' industry are

distinguished.



The obscrved amount of industrial interdependence is thus
sensitive to the nature and extent of industry disaggregation considerod.
The same sources of interaction between industries in the typicél deve lopad
market economy are, on the other hand, evident for a wide range of character-
jzations of the economic structure - from a highly aggregated representation
of the economy in terms of just agricultural, mining, manufacturing and
service sectors to muéh more finely disaggregated structures. L Two main
sources will be identified : direct interactions and interactions implied by

constraints on the aggregate operation of the economy.

2.1 Direct interactions

Linkages between industries in the chains of production and
distribution of goods and services are the most obvious source of industrial
interdependence. Firstly, there are forward and backward linkages arising
from the provision and purchase of iﬁtermediate inputs. Most industries
sell their outputs to other industrial users as well as to final demand.
Milk, for example, is sold both for processing in the dairy products
indu;try and also for personalyconsumption. A change in the demand for
cheese will affect the milk producing industry as well as the dairy products
industry. Obversely, producers generally require produced inputs to
their production processes as‘well as primary inputs. Production, espec-
ially in the manufacturing sector, can be regarded as the addition of value,
via the services of primary inputs (land, labour and capital), to inputs
purchased from other industries. Steel, for example, can only be produced

if supplies of iron ore, coke and electricity are available. Anything which

1. The Australian Bureau of Statistics (ABS), for example, distinguishes
109 industrial sectors in its Input-Output tables. See ABS (1977).
These tables are discussed in more detail in subsection 3.1 below.
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affccts the availability or the costs of iron, coke or electricity will

have implications for the steel industry, and, of coursc,

for steel users.

Investment flows constitute a second form of direct inter-
industry linkage. Just as the production of a unit of current output by
any industry will usually require the supply of inputs from other
industries, so the creation of capital equipment by any industry, via its
investment, will create a demand for produced investment gbods. Construc-
tion-related industries and machinery manufacturers are the most important
suppliers of investment goods but the precise mix of commodities embodied
in additions to capital stocks varies across investing industries. Invest-
ment in rural industries, for example, will require a relatively high
proportion of inputs of agricuitural machinery. Buildings and computers,
on the other hand, will comprise a high proportion of capital inputs for
many industries in the service sector (banking, trade, etc.). ! A shift
in the allocation of aggregate investment among industries - stimulation
of the tertiary relative to the primary sector, for example - will therefore

have dircct implications for industries which produce the relevant capital

goods.

4

The third type of direct inter-industry linkage arises from
the frictions - both geographical and institutional - which must be overcome
in facilitating flows of commodities from their producers to their users.
The services of various trade (wholesale, retail, insurance, etc.) and
transport industries are usually required, not as direct inputs to the

production or investment processes of other industries, but for the trmsfer

1. Data on the commodity composition of the capital stocks of Australian
industries have been compiled within the IMPACT project. See
Hourigan (1980). '



of goods and services between producers and purchasers. The corresp-
onding costs can then be viewed as constituting a mark-up between the
price received by the producer and the price paid by the purchaser.
Clearly, the fate of industries producing the mark-up services is
heavily dependent on the level of activity in the economy generally and

on the pattern of demand for commodities.

The direct interactions between industries which have been
identified in this subsection can be represented systematically in input-
output accounts such as those produced for the Australian economy by the
Australian Bureau of Statistics. Input-output accounts are the most
important part of the data base required for inter-industry analysis at
an empirical level. The structure of these accounts and their role in
inter-industry models is discussed in detail, with special reference to

the Australian tables, in section 3 below.

2.2 Interactions via aggregate constraints

Even where industrial sectors are not directly linked by
inter-industry flows of commodities, they will still be interdependent
since they are components of an economic system which is itself subject to
various aggregate constraints. The first such constraint is the limita-
tion on available supplies of primary resources (land, labour and capi tal
funds).  Whilst this limitation oftenvapplies to the economy as a whole,
it need not apply to individual industries. “In the long run at least,
primary factors are not industry specifit. Labour of the same skill or
occupation is often émployed in a variety of different industries so that,
even in the short run, much of the labour force is readily transferablce

between industries. In the long run, the incidence of natural wastage

and replacement andthe possibility of retraining increase the industrial



mobility of labour still further. Capital might be regarded as
industry-specific in the short run - in fact, neoclassical economics
usually defines the short run as a period in which each industry’s
capital stock is fixed. In the long run, however, the processes of
investment and depreciation imply potential mqbility between industrics
of the capital stock available to the economy?as a whole, even if
individual items of capital equipment, once built, can be used in only
a single industry. Similarly, land, in the long run at least, can be
transferred between agricultural and other industrial uses and, within

each of these major sectors, can be used for a variety of different

enterprises.

For many purposes, then, it will be appropriate to view the
supply of primary inputs as fixed for the economy as a whole, but as
variable to individual industries. Industrigs interact because they
are competing for the economy's pool of scarce resources. ~ Some ration-
ing device is required to allocate the scarce inputs among the industrics.
In a market economy prices generally perform this role. An increase in
the world demand for wheat, for example, will tend to bid up rentals on
agricultural land, thus increasing the costs and reducing the profitability
of other forms of agricultural production. Similarly, a shortage of
skilled tradesmen, say, will tend to increase the wage commanded by that
occupation, increasing the costs of all industries which employ it. It
may be necessary in these contexts to interpret the notion of the rationing
"price" generously to include the cost to the user of common forms of non-
price rationing. Institutional rigidities in the labour market might
prevent the wage paid to the scarce skilled tradesman from rising but

potential employers may find it more difficult and time-consuming to hire



additional workers in this category. Similarly, in an investment
boom, finance may be more difficult to acquire even if interest rvatcs
do not rise. Lenders may just become more selective. This, for

example, is the common experience in the market for housing loans.

Whilst the characterization of the economy as subject to
constraints on aggregate supplies of industrially mobile primary factors
is often appropriate, the constraints need not always be binding even at
the aggregate level. A situation of general underemployment of lahour,
the most obvious example in the contemporary Australian economy, removes
the short-run interdependence of industries via the labour market. Where
slack labour market conditions prevail general increases in the demand for
labour can be satisfied without bidding up labour costs. In fact,
during most of the 1970's when: these conditions prevailed in the Australian
labour market, the institutional phenomenon of wage indexation provided an
alternative form of labour-market interdependence between industries. Under
the indexation system money wage rates, which account for about 50 per cent
of total domestic costs, are effectively tied to the domestic consumer
priée ipdex so that price shocks originating in any part of the economy can
have widespread repercussions throughout the whole economy. The effects
will be most obvious in those industries whose selling prices are fixed
more or less independently of their costs. The prime examples in the
Australian economy are export industries which sell primary products
(agricultural and mineral products for instange) on fairly competitive
world markets. Import-competing industries are also constraineé in
raising their selling prices by foreign competition. Anything which
stimulates price rises in the domestic economy (tariff increases, for
example) will be transmitted, mainly via an increase in labour costs, into

a cost-price squeeze on those industries which depend heavily on inter-



national trade. Conversely, reductions in domestic prices relative
to world prices will result in incrcased profitability for: the trading

sectors.

Alternatives to the view that industries are tied together
via aggregate constraints on factor markets are also possible in the case
of the capital market. To the extent that the world capital market
allows free international flows of investment funds, the supply of funds
to the domestic economy might not be constrained by domestic savings. If
Australia can be regarded as operating as a small bofrower in an open
capital market, an elastic supply of funds to the economy might be a
better working assumption than the fixed-pool view. In fact, it is
likely that the degree to which Australia can tap international capital
sources is itself industry~specific. It is often argued, for example,
that mineral development schemes do not compete for funds with the rest of
the economy because they are able to attract international capital inflow

which would not otherwise accrue.

So far this subsection.has dealt with interdependence between
industries on the supply side, that is with reasons why the operations of
one industry might affect the costs of other industries. Parallel connec-
tions can be identified between industries on the demand side. Whenever
users regard the products of different industries as substitutes, or

whenever some complementarity in use exists between the products, the

prospects of a number of industries may be significantly affected

by user reactions to changes originating in a single industry. Again,
prices are the key transmission mechanism. The rise in oil prices of
the mid-1970's has produced clear examples. On the one hand the prospects

of alternative energy-producing sectors, coal for instance, have improved
as consumers substitute against relati&ely more expensive oil. On

the other hand, industries whose products are close complements with
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oil-basecd cnergy (large automobiles, for example) have been adversely
affected, Note once again that these demand-side interdependencies
can be interpreted as resulting from an aggregate constraint on the
economy which does not firmly constrain individual industries within it.
In this case it is the overall size of the consumption market which is
constrained, although the commodity composition of the consumers? hasket
of goods is variable.

For a small, open economy which, as in the case of Australia
has a comparatively heavy dependence on international trade, the balance of
payments constitutes a third aggregate constraint which interposes
important linkages between industries. In the long run,.the economy
must balance its balance of payments so that anything which improves the
net foreign-exchange-earning ability of one part of the trading sector
will tend to harm the prospects of other exporters and import-competing
industries. Gregory (1976) has emphasized ghe importance of tﬂe
foreign-trade constraint in his analysis of the effects on the Australian
economy of the mining boom of the late 1960's and early 1970's. He
pointed out that the increased foreign-exchange earnings of the mining
industries during this period generated a move towards surplus in the
Australian balance of payments which exerted pressure for upward revaluation
of the Australian exchange rate. To the extent that this pressure was
resisted, the improvement in the balance of payments (via its augmentation
of the domestic money supply, for example) would have raised the domestic
inflation rate relative to the rate of increase in the world price; ot
traded goods. In either event the Australian dollar values of internat-
ionally traded goods would decline relative toqdomestic prices of non-
traded goods and thus relative to domestic production costs. The change
in relative prices imposes a cost-price squeeze on the import-competing

and exporting industries,.
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Once again, the above analysis depends upon a constraint
operating on the cconomy generally but not on any industry in particular.
To put it crudely, the cconomy must balance its international payment s so
that if one industry is put in a position whereby it earns (or saves by
import replacement) more foreign exchange than formerly, other industrics
must be forced to compensate By earning (or saving) less forcign cxchange
than formerly. Once again price changes (in this case possibly including
a change in the price of foreign exchange) are important in the explanation

of the mechanism whereby the constraint enforces the implied interdepondence

between industries.

2.3 The importance of inter-industry analysis

In the previous two subsections, several forms of inter-
industry linkages were described. The purpose of this subsection is to
demonstrate, from the point of view of policy analysis, the importance of
analytical methods which account for the general interdependence of indiv-
idual sectors of the economy. We give examples of a wide variety of
policy issues where the use of an inter-industry method can at least
broaden the range of insights gained from analysis and can often modi £y
severely, or even reverse completely, conclusions which might be drawn on
the basis of analytical tools which fail to account for the types of
linkages described above. The examples are drawn from the spectrum of
issues which have been addressed in the ORANI applications papers referred

to in section 1.l

1. See page 2, including footnote 2.




The first example is macro-economic policy, an area
in which discussion is conventionally conducted in terms only of
aggregate descriptions of the economy : aggregate employment, the
overall price level, gross domestic product, etc.. Alternative macro-
economic policy instruments, however, are seldgm neutral in their
effects across industrial sectors of the economy. Moreover, since the
economic performance of geographical regions in the economy is intimately
related to the industrial structures of the regions, the regional impact
of macro policies is also unlikely to be neutral. To trace these indust-
rial and regional consequences of macro policy, to which policy makers

will not usually be indifferent, a method which models the industrial

structure of the economy and of its regions will be required.

The importance of these issues in the current macro policy
debate has been emphasized by Dixon, Powell and Parmenter (1879} in a
study in which fhe ORANI model'is'used to investigate the structural
implications of alternative methods of increasing domestic employment. A
key result of the analysis is the contrast between the industrial effects
of Keynesian demand stimulation and the neoclassical alternative of
attempting to generate employment increases from the supply side by
reducing the real costs of employing labour. The former (Keynesian)
policy, whilst it yields some increase in aggregate employment, is shown
to stimulate primarily secto;s of the economy which are not invelved in

international trade but to reduce employment in many of the export

industries and to generate an adverse movement in the balance of trade.

The explanation is that international competition places a constraint on
the extent to which exporters and import-competing industries can increase
their selling prices. Attempts by firms in these industries

to pass on domestic cost increases generated by the

inflationary effects of demand stimulation will generally
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lead to sales losses. On the other hand, the neoclassical policy of
reducing wage costs, which also increases aggregate employment, has

its greatest stimulatory effects on the internationally trading
industries and causes an improvement in the trade balance. Norn-
trading industries do not stand to gain much from domestic cost
reductions since the size of the domestic market is more or less fixed
and their selling prices tend to be tied to their costs. Exporters

and import competitors are able to take advaﬁtage of the fall in domestic
costs by increasing their market shares at the expense of foreign

competitors.

The regional counterparts of this key contrast are also
reﬁcrted in Dixon, Powell and Parmenter (1879 . Demand stimulation is
shown to be less beneficial to employment in Queensland and Westein
Australia than it is to employment in the economy as a whole. The
reason is that the economies of these two states exhibit relatively heavy
orientation towards export-related activities. Domestic cost reduc-
tions, in contrast, are particularly favourable to these states on

account of the improvement generated, by the cost reductions, in the

international competitiveness of the exporters.

On the basis of these results, Dixon, Powell and Parmenter
suggest a macroeconomic polihy package combining both demand stimulation
and reductions in real wage costs. The package is designed to increase
domestic employment without damage to the balance of trade and to give a
well balanced stimulation of activity across the industrial and regional
structures of the economy. The use of an analytical tool which accounts

explicitly for industrial interdependence highlights the structural

implications of macro policy options and facilitates the analysis of the

effects of domestic policy changes on the international trade account.
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The sectoral effects of changes in cconomic circumstanco:s,
either policy-induced or beyond the control of the economy's managor:.,
are more conventionally emphasized in the context of microeconomic
policy. Even where the primary focus of interest is the fate of a
particular industry as opposed to the industrial structure in general,
it is often the economy-wide view which is the most appropriate perspcc-
tive for analysis. Secondary effects generated by the interdependence
of the industry of interest with the rest of the cconomy can be imporiant,
or even predominant, in the total impact of change in conditions facing
the industry. These secondary effects may be difficult to capture using
a single-industry approach. Gregory's analysis of the effects of a
mineral-cxport boom1 provides a good example of the problem. Ar
interesting implication of his analysis is that feedback effects via the
impact of the boom on the balance of payments are important in understand-

ing the net effects of the boom on the mining sector itself as well as on

the other trading sectors in the economy. The pressure for revaluation
of the Australian exchange rate (or, alternatively, for an increasc in
the domestic inflation rate relative to world prices) generated by the
increased foreign exchange earnings associated with the boom will lead to

a deterioration of the competitive position of all the trading sectors
‘

including mining. The lesson is that an analysis of the consequences of
the mining boom which ignored the balance of payments effects would be
likely to overstate the stimulating effects on the mining sector. Dixon,
Parmenter and Sutton (1978a), using ORANI, have provided an analysis of the
balance of payments effects of the mining boom at a greater level of’
industry disaggregation than was available to Gregory. The study

includes a projection of the adverse secondary effects of the boom on pre-

existing mining activities.

1. See Gregory (1976) and page 10 above.
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A further example of the importance of taking an economy
wide view in analysing the fate of even an individual industry under the
impact of a change in the economic environment (this time policy-induced)
arises from criticisms of the use of effective ‘rate of protection measures
as indicators of the resource allocation effects of tariff protection.
The effective rate measures the impact of the tariff structure on value
added in an industry.1 It accounts for the direct effects on the
industry's costs of tariffs on its produced inputs as well as for any
increase in the industry's revenues allowed by tariffs on its outputs.
Although the importance of direct inter-industry linkages in industries’
cost structures is, therefore, accommodated in the effective rate, a whole
range of other indirect effects of tariff protection are ignored. In
particular, no account is taken of the impact on exporting sectors of the
increased domestic cost level associated with the existence of tariff
protection. Suppése that the industry we are studying has a relatively
high effective rate of protection - a high nomi:al tariff protecting its
output and minimal usage of highly prctgcted inputs - but produces a
commodity which is almost exclusively used as an input to an important
expdrting industry. In such a case the ranking of the industry against
others in the economy according to its effective rate of protection would
almost certainly give a misleadingly favourable impression of the
extent of the relative advantage given to the industry by the tariff
system, A good example of an industry with some of these characteristics
in the Australian economy is agricultural machinery. Although general
protection for the manufacturing sector may have increased the indﬁstry‘s
share; vis-a-vis imports, in its selling market, the adverse effect
of the tariff structure on the competitive position of the exporting

customer will have reduced the overall size of the market. Meltzer (1980)

i. See Corden (1971).
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has studied the relative rankings of industries in the Australian
economy by effective rates and by thc rcsources allocation offects of
the tariff system as computed in the ORANI model. Dixon, Parmentecr,

Ryland and Sutton (1977, chapter 4) also produce evidence indicating

the importance of the economy wide view in the study of tariffs.

These examples are designed to indicate that an economy-
wide approach to policy analysis may be necessary even in assessing the
effects of changes in the economic environment on the directly affected
industries. A more fundamental point is that policy analysis might
well lead to false conclusions if it is confined only to consideration
of the implications of changes for the directly affected industries.

The relationship between tariff protection and domestic employment is an
excellent example. It is often argued that tariff protection 1s
necessary to protect employment in the Australian economy. Obvious
implications of this view are that tariff cuts, undertaken for resource
allocation reasons perhaps, would cause unemployment and that increases
in protection are an effective means available to reduce unemployment.

It is not difficult to show that protection might sustain employment in
’the protected industries themselves but to extrapolate from that to the
conclusion that tariffs are'employment-generating from the point of view
of the economy as a whole ignores possible indirect effects on employment
in other sectors. Tariffs raise the domestic cost level, especially when
real wages are kept fixed by a system of wage indexation. Industries
which sell.prodominantly to the domestic market without import competi-
tion will usually be able to pass on cost increases and maintain their
levels of activity. Industries which engage heavily in international

trade on the other hand, especially export industries, often face selling
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prices which arc more or less fixed on world markets. The effect on

these industries of an increase in the general level of protection is to
impose a cost price squeeze on them which may cause reductions in their
levels of activity and employhent. Once these indirect effects are
considered, it is no longer obvious, a priori, whether tariff protection

has beneficial or adverse cffects on aggregate domestic employment. Studié%
of the short-run effects of across-the-board tariff chaﬁges on the Austrnli;n
_economy using ORANI (Dixon, Parmenter, Ryland and Sutton (1977, chapter 4)

. and Dixon, Powell and Parmenter (1979)) have indicated that changes in
employment in the non-protected trading sectors will approximately offset

the changes in the protccted sectors.

3. Inter-Industry Models

The inter-industry approach to economic analysis demands that
the analyst should know a lot about the whole economy in order to be able
to grasp the implications of changes in small parts of the system. In the
previous section it was argued that indirect effects, implied by the exist-
ence of a variety of linkages between industries, may be more important
than direct effects in assessing the consequences of developments in the
economy . Accounting for these indirect effects entails focussing on the
details of how individual industries are linked to the rest of the economy.

~Making the ceteris paribus assumption (that product-demand and input-supply

curves facing an industry do not shift, for example) and concentrating on a

single sector in isolation is inadequate.

Inter-industry models of real economies attempt to capture,

in a manageable form, some of the important interactions which are evident




between scctors. Such models are generally built up as follows.
First, assumptions are made about the behaviour of the agents (prod-
ucers, consumers, etc.) who are to comprise the simplified
represcntation of the economy.  Assumptions must also be made about

the technological and/or institutional constraints (production

functions, utility functions, market structures, etc.) within which

the agents arc to operate. From all this, the theoretical structurs
of the model is derived using standard methods of economic theory.
Producers, for example, may be assumed to minimize the cost of
producing any given level of output. They may be assumed to be price
takers in the markets in which they buy their inputs and to be con-
strained by some postulated production function which describes the
technology for combining intermediate and primary inputs to produce
their particular outputs. From this we can derive the producers'
demand functions for inputs; typically functions of output levels and
input prices. Values for the parameters of the theoretical structure
(input coefficients, demand elasticities, substitution parameters, etc.)
must then be assigned on the basis of data which represent, for some
base year or over some historical period, the operation of the economy

to which the model is to be applied. The result is a system of

equations which can be solved for projected values of some of its
variables {(the endogenous variables) given pre-specified values fgr
other variables (the exogenous variables). | A typical inter-industry
model, for example, might be used to give projected values for industry-

output levels given values for some final-demand variables.
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In this scction the construction and implementation of
inter-industry models will be illustrated using two examples. The First,
and the simplest, is the open-static input-output model first formulatod
by Leontief (1937). This is of interest because it is the prototype
in this field of analysis and because input-output studies of various
types are still commonly employed in the analysis of policy problemg;1
The basic features of the input-output model and its main limitations are
discussed in subsection 3.1. A much more elaborate inter-industry model,
which is publicly documented and which has been implemented using Australian
data, is the ORANI model. Subsection 3.2 contains a description of ORANI
which attempts to show how modern developments in economy-wide modelling

have expanded the scope of the input-output prototype.

3.1 The prototype : the open static input-output model

The4basic input-output model is a device which accounts for
the interdependence between industries which érises from the existence of
commodity flows between them. That is, it encompasses some of those forms
of interdependence which were categorized as ''direct interactions™ in
Section 2. An important shortcoming of the model from the point of vicw
of policy analysis is that it cannot accommodate interactions of the seccond
type identified in Section 2, i.e., interactions via aggregate constraints
on the economy. The reason for this shortcoming is to be found in the
very limited role which commodity and factor prices have in the input-output

model.

1. See, for example, the proceedings volumes of the regularly held
international input-output conferences. Brody and Carter (1972)
and Polenskeé and Skolka (1976) are two of the more recent.
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In part (a) of this subsection the theoretical structurc
of the open static input-output model is reviewed. Part (b) of the
subsection is about input-output tables, the fundamental data sources for
all inter-industry models. As well as a general description of the
Australian input-output tables, an outline is included of how the data
required for the input-output model (described in part (a)) can be
constructed from an aggregated version of one of the Australian
tables. Finally, part {c) of the subsection expands upon the limitations

of the basic input-output model as a policy analytic tool.

(a) Theoretical structure

Input-output models arc essentially models for determining
industrics' output levels on the basis of the demand for output. faceh
industry is assumed to be the sole producer of a single product. In
computing demand, the model recognizes that output is used not only in
final demand (household consumption, government consumption, capital forma-
tion and exports) but also as inputs into industries' production processes.
The simplest version of such a model is sufficient for the purposes of
this section. It is a model in which international trade is ignoredl
and which is open in the sense that all clements of final demand are
exogenous, i.e., not determined within the model. The model is static

all commodity demands depend only on output in current periods or else

are exogenous.

Construction of the open static input-output model begins
with the assumption that producers are efficient in the sense that they
minimize the total cost of producing any output level. The key technolo-
gical assumption of the model is summarized in the fixed-coefficients

production function

1. Problems associated with the introduction of international trade are
considered below in subsection 3.1(c), part (ii).
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Xi. Fﬁ' »
X, = Min |—L, —I:—l , i, j=1, ..., n, (3.1
{i,2} Aij 23 and £ = 1, , m ;
where Xj is the output of industry j , Xij is the input from

industry i to the production process of industry Jj ; Fﬁj is the

input of primary factor £ to the production process of industry j ,

Ai. and Lﬂj are fixed coefficients showing, respectively, the minimum
input from industry i and of primary factor £ required per unit output

of industry j , n 1is the number of industries (and commodities), and

m is the number of primary-factor categories.

Equation (3.1) indicates that fixed minimum amounts of all
inputs (given by the Aij and the ng) aﬁe required in order to
produce a unit of output in industry j . This assumption rules out any
possibility for producers to economize in the use of one input by using

more of other inputs, i.e., no substitution between inputs is allowed.

So long as inputs have positive prices, cost-minimizing
producers will employ, per unit output, just the minimum requirements
given in equation (3.1) of all inputs. Producers' demand functions for
produced and primary inputs are therefore given, respectively, by

equations (3.2) and (3.3), i.e.,

X.. = A«« X' ¥ 3.2
y i % (3.2)
and
F,. = L,. X. , for all i,j = 1, ..., n, (3.3
£j 23 73 and £ = 1, ..., m

Note that input demands in equations (3.2) and (3.3) depend just on
industries' output levels. In particular, input prices do not enter
the demand functions since technology is assumed to allow no substitution

between inputs.
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Equation (3.2) fixes intermediate demand for industries!
outputs. Final demand is as yet undetermined. In the simplest
version of the input-output model, final demand for the output of each

industry (Yj) is determined entirely outsidé the model, i.e.,

Y. = Y. , j=1, ...,n, (3.4)

where Y. 1is the exogenously given level of final demand for the output
of industry j . One alternative is to project parts of the required

final demand from more naturally exogenous data by further use.of input-
output methods. For example, demand for investment goods (i.e., demand
for produced inputs to capital formation in other industries) will con-

stitute some proportién of total final demand. If aggregate 18&@15 of

investment by investing industry are taken as exogenous, demand for

investment goods can be generated as1

n
Y. = ) B.. Z. , j=1, ..., n, (3.5)

where Y§ is the demand for investment goods produced by industry j

is the exogenously given level of investment in industry i , and the

[uN ]

Bij are technologicél coefficients (analogous to the Aij) showing the

¢

input from j required per unit capital formation in industry i

The final step in the construction of the basic input-output
model is to impose a market-clearing constraint for each industry's

output. That is

1. Note that equation (3.5) implies industry demand functions for invest-
ment goods of the same form as their demand functions for intermediate
inputs (equation (3.2)). These can be derived on exactly the same
basis as were the intermediate-demand functions, i.e., by assuming that
investors are cost minimizers and that they are constrained by fixed-
coefficient technology for capital formation.



X, = ) X, +Y, i=1, , n (3.6)
i j=1 ij i

Equation (3.6) recquires that the output of industry i is just

equal to the sum of intermediate and final demand for it. 1 By

substituting equations (3.2) and (3.4) into equation (3.6), the input-

output model can be solved to give industry output levels as a function

of exogenous final demand. In matrix notation we have

X = AX+Y (3.7)
and

X = (1-mty (3.8)

where X is an (n x 1) vector of the Xi , Y 1s an {n x 1) vector

of the ?i , A is an (n x n) matrix of the input-output coefficients,

Aij , and 1 is the identity matrix.

The information about inter-industry connections which is
accounted for in this version of the input-output model is encapsulated
in the Leontief inverse matrix (I - A)“1 which appears in equation (3.8).

The typical, ijth , element of this matrix shows the total amount of

intermediate inputs of type ‘i directly and indirectly fequired per

unit delivery to final demand of the output of industry j . It accounts
not only for inputs of i used directly in the production process of j .[(as
shown in the ijth element of the matrix A) but also for the successive

rounds of indirect usage of i by j wvia its other produced inputs. If inpur

i is steel, for example, and industry j is the motor vehicles industry, the

. .th . . .
the 1ij element of the Leontief inverse matrix accounts not only for the

1. Stock formation can, of course, be included in final demand.



24

steel used directly in the manufacture of motor vchicles but also {or
the steel used in the manufacture of other inputs (metal products, say)
supplied to the motor industry and for the steel embodied in all the
intermediate inputs purchased by the suppliers of metal products, etc.,
etc..

Equation (3.8) gives projections\éf the implications of
alternative final demand assumptions for the gross output levels of the
industries distinguished in the model. On the basis of the solution
to (3.8) and using (3.3) projections of aggregate demands for primary

factors can easily be generated as

n
= M - rToan
Fp P Los X5 s L=1, ..., m, (3.9)
j=1
or in matrix notation
F = LX , (3.10)

where F is an (m x 1) vector of the FE , i.e., the aggregate demand
for factor £, and L is an (m x n) matrix of the factor input
coefficients, sz . Eq%ations (3.8) and (3.10) can be used both

as policy-analytic tools to project the implications for industry
structure and factor demand of various hypothetical final-demand
scenarios and as means of extendihg the range of economic forecasts,

provided that independent forecasts of final demand can be made.

Equations for the determination of the prices of industries'
outputs can be appended to the input-output quantity model (i.e.,
equations (3.8) and (3.10)). The key assumption is that prices are

equal to unit costs. That is




p. = EA,.P,+EL£,.W£ , (i,j =1, ..., n, (3.11)
i ) J L=1, ..., m ,

where Pj is the unit price of the output of industry J and Wg is

the unit price of primary factor £ . Factor prices are taken as

exogenous, i.e.,

,»,
[

W, = W, L=1, ..., m , (3.

and the solution for output prices is given, inmatrix notation, by solving

M
(&5}
-
i

>

P' = PIA + W'L
which yields
o= WL (I -A)TT

P
Lt
s
e

R

where P' and W' are respectively (1 xn) and (1 x m) vectors

of output and primary- factor prices.

The input-output pricing equation (3.14) gives each
output price as the sum of value added generated in the production of
all inputs used, directly and indirectly, in the production of a unit
of output by the relevant industry. The pricing equation can be used
to projcct the cffects on cammodity prices of changes in primary-factor
prices, which are taken as excgenous. One important implication is that
factor intensity is most meaningfully defined in an inter-industry context.
The relative effects across output prices of an increase in wage rates, for
example, in the input-output pricing model is shown to depend not‘only on

the relative importance in industries' cost structures of labour directly
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used {as shown by the elements of the matrix L) but also on the amount

of labour embodied in the intermediate-input costs of the industries.

)] Data requirements : input-output:tables

The basic open static input-output model is summarized by
equations (3.8}, (3.10) and (3.14). Its -data requirements are the
matrices A and L which describe, fespectively, the pattern of inter-
mediate inputs classified by industry of supply, and the pattern of
primary inputs, used for current production by the model's industries.
These requirements can be met from tables of input-output accounts which
give a detailed picture of the flows of produced goods and services aqd of
primary factor services occurring in the economy of interest during some
historical period : usually one national accounting year. Input-output
accounts represent a disaggregation of national (income and expenditure)

accounts in which intermediate transactions are not netted out.

The compilation of input-output accounts was pioneered in the
United States by Wassily Leontief. In 1936 he published an input-output
table for the U.S. which distinguished 41 industry-sectors (Leontief, 1936).
The pioneer of input-output accounting in Australia was Burgess Cameron
who published a 150 commodity by 79 industry table for the year 1946-47
{Cameron, 1957}, and smalle£ tables for 1953-54 and 1956-57 (Cameron,1958
and 1560). More recently, sets of input-output accounts have become
regular items on the publication 1lists of most government statistical

agencies.1 Official input-output accounts described as "experimental'”

were first published for Australia in 1964 (CBCS, 1964). They referred

1. See United Nations (1972).

2. CBCS (1973, p. 3).
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to the ycar 1958-59 and distinguished 35 industries. Since then
complete sets of input-output aécounts have been published for 1962-63
distinguishing 105 industries (CBCS, 1973), and for 1968-69, distinguish-
ing 109 industries (ABS, 1977). The last of these adopted the Australian
Standard Industry Classification (ASIC, see CBCS, 1969) as the basis for its
industry classification and drew heavily on data collected for the integrat-
ed economic censuses. The Australian Bureau of Statistics (ABS) plans to
continue with the ASIC-based, inpﬁt-output classifications so that in the
future the accounts will be comparable over time. To date a preliminary
bulletin for the 1974-75 input-output accounts has appeared (ABS, 1979)

with the full set of accounts for that year due later in 1980.1

In Table 3.1 is reproduced a simple nine-sector aggregation
of one of the tables from the.109-industry input-output accounts for
1968-69 published by the ABS. This aggregated table will be used to
illustrate some general features of input-output accounting and to show
how the matrices A and L , required by the input-output model, can

readily be constructed from input-output data.

The flows shown in Table 3.1 are all denohinated in units of
millions of $A at 1968-69 prices. The table is described as ''gross'
since it includes flows representing usage by industries of commodities
produced within their own industry classifications. These intra-
industry flows are shown by the elements on the main diagonal of the sub-
matrix formed by the first nine rows>and colums of the table. Aggrega-

tion of the original 109-industry table to only 9 sectors has produced

1. An obvious problem with the Australian input-output accounts from the
users' point of view has been the age of the data at its time of
publication The 1968-69 tables, for example, did not appear until

eight years after their reference point. Recent changes in the
method of compilation within the ABS are promised to result in more
timely publication in future. As is the practice in some overseas

countries, it is proposed to move to the production of an annual series
of input-output tables for Australia. See Gretton and Cotterell (1979).
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quite high values for the diagonal elements, especially in sectors 4
(Textiles, Clothing and Footwear) and 5 (General Manufacturing) which
contain industries forming integrated chains of production. Sector 4,
for example, aggregates industries which produce yarns with industries
producing cloth and finished garments while sector 5 contains the chain
of metal processing and the manufacture of metal products. Clearly,

in a table with a finer level of industry disaggregation intra-industry

flows would account for a much smaller percentage of the total value of

transactions. A common alternative form of input-output table is the

"net" table in which all intra-industry flows are omitted.
Lach of the first nine rows of the table shows the total

sales of the corresponding (row) industry. In positions 1 - 9 of the

. th . .t . .
i such row are the sales by the 1 h industry of current inputs to

other industries. In positions 11 - 15 are its sales to final demand.

Thus row 1 indicates that in 1968-69 the primary sector made total salcs

worth $A3745.1 m. of which, for example, $A1580.3 m, was sold to the
food processing sector and $A379.3 m. to private final consumption.
Rows 11 and 12 contain the value of sales of primary factor services,
row 11 accounting for the returns to labour and row 12 for returns to
non-labour factors, mainly dapital. Thus row 11 shows that the total
value of labour services in 1968-69 was $A14029.5 m., of which

$A403.0 m. was sold to the primary sector. 2 "Row 13 shows the net

indirect taxes (i.e., taxes less subsidies) levied on commodity and

1. Measurement and valuation problems can clearly arise with respect to

intra-industry flows expecially if these include flows between estab-
lishments in the same enterprise. The ABS publish both gross and net

tables.

2. Note that under ABS conventions all primary-factor flows are allocat
to the industry columns. Factor services are not shown as absorbed

.
o
e

directly into capital formation, for example, but only indivectly via

producers of investment goods.



factor flows. Most of this is commodity taxes although some
production taxes such as the payroll tax are also included. The
entry in column 5 of row 13 shows, for example, that the toutal value

of indirect taxes levied on all the current purchases of the general
manufacturing sector was $Al44.7 m. Row 14 accounts for purchases
and sales of second hand assets, the latter being shown as negative
entries in the GFCE column.1 Finally, the sales of imports are shown
in rows 15 and 16. Imports which compete closely enough with
domestic products so that they could be classified to the domestic
industry classification appear in row 16 and imports for which it is

judged that no equivalent domestic producing industry exists are in

row 15. For both types of import, duty is included in the value of
these flows. All imports are allocated directly to the colum of
their users in Table 3.1. Thus, the elements 1 - 9 of the imports TOws

show the landed duty paid value of imports, non-competing and competing
respectively, sold to the nine industries as inputs to current production.
Similarly, the value of imports absorbed into final demand, is shown in

colums 11 - 15.2

Each column of, the input-output table shows the purchascs

of the relevant (column) industry or final demand category. In the

1. Note that with the "basic' valuation convention employed for Table 1
(see below) the positive and negative entries cancel exactly.

2. Competing imports can alternatively be shown in matrix form. . The
competing imports matrix corresponding to Table 3.1 would have 9 rows
and a column for each industry and final demand category. The
typical, ijth, element of such a matrix would show the basic value of
imports classified as competing with the output of domestic industry 1

“and purchased by domestic industry or final-demand category j . Input-
output tables described as allocating competing imports indirectly have
such an imports matrix added to the domestic flows section of the table.
The jth element of the ith industry row of such a table shows, there-
fore, the flow of the output of domestic industry i lus the flow of
competing imports of the ith category going to the jth user. The

ABS publishes tables with both treatments. .



9-industry columns, industries' purchases of inputs to current
production only are shown. Purchases for capital-formation

purposes are aggregated in the GFCE column. Thus, column 1 shows

that the total value of inputs to current production in the primary
sector in 1968-69 was $A3745.1 m. and that, for example, $A348.9 nm.

of this was accounted for by purchases from the general manufacturing
sector and $A403.0 m. by purchases of labour services. Similarly
column 11 indicates that the total value of private final consumption
was $A16482.7 m. with, for example, consumption purchases from the
finance and services sector accounting for $A4675.6 m. of the total.
Note that the total value of each industry's sales (the row total for
the industry) is just equal to the total value of its current

purchases (its column total). The row includes an entry 'Increase in
Stocks" which accounts for current output not used in the period and the
colum includes an entry '"Gross Operating Surplus' which accounts for

the excess of rcvenue over non-capital costs.

All the commodity flows shown in the input-output table
reproduced in Table 3.1 are valued at basic values, that is, at the
prices received by the sellers rather than at the prices paid by the
users. The margins betweén basic prices and purchasers' prices are
accounted for by trade and transport mark-up and by indirect taxes
levied on the flows. In input-output tables employing basic valuation,
the value of these margins is shown in the rows of the industriestwhich
produce the mark-up services, or in the commodity tax row, and in the

column of the purchaser of the associated commodity. The margins

1. Gross operating surplus thus includes depreciation as well as the
net return to capital.
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necessary for the delivery of any uscr's purchascs to him are treated
exactly as if they were a direct purchase of intérmcdiatc inputs {rom the
producer of the margins services. Thus, in Table 3.1 much of the flow
shown in the cighth row in (say) the second column represents the valuc of
trade and transport mark-up required in the delivery to the mining sector
JQOE all its current inputs.l Similarly, the thirteenth row includes the

o . . . . 2
indirect taxes levied on commodity inputs to mining.

The final task to be attempted in part (b) of this sub-
section is to show how an input-output table like that shown in Table 5.1
can be used to generate the data requirements of the input-output model
summarized by equations (3.8), (3.10) and (3.14). The intermediate input
coefficients which form the matrix A are computed from the industry colimms
of the input-output table. These coefficients (together with the Lﬁj}
represent the technology of industries in the input-output model and are,
therefore, denominated notionally in physical units of input per physical
unit of output. The transition from the value units employed in the input-
output accounts is achieved by defining the required physical units as the

amounts of each commodity (or primary factor) which could be purchased for

§1 at base-period prices. Aij (i,j = 1, ...,n) is given by the ratio of
the ijth element of the table (i.e., the value of intermediate inputs from
| _th

’industry i used by industry j) to the sum of the j column (i.e., the

aggregate value of output for the jth industry). Hence, using Table 3.1

1. The mark-up industry may, of course, also make direct sales to ‘its
customers. For example, the transport industry produces taxi rides
as well as freight services.

Alternatively, this margins data could be presented in separate mark-up
and tax matrices, the ijth elements of which would show, respcctively,
the trade and transport mark-up, and the commodity tax associated with
the ijth flow in the basic values matrix. Then addition of the
mark-up and tax matrices to the basic values matrix would yield a matrix
of flows valued at purchasers' prices. Models with price accounting
systems more elaborate than the simple input-output model, ORANI for
example, may require margins data in the expanded form. See subscction
3.2(b) (viii) below.

Do+
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the valuc for A i.e., the input from the domestic primary

1,3 7
sector directly required to produce one unit of output in the food

processing sector, is 1580.3/4250.5 = 0.37 .

The primary input coefficients (Lﬁj) are computed in an
exactly analogous way, with the same convention about units. In
combining the input-output model with the datg base given by Table 3.1,
we can treat indirect taxes, sales by final buyers, non-competing imports
and competing imports as well as labour and capital inputs as "primary
inputs." Input coefficients for these six categories are obtained by
dividing elements of rows 11 - 16 of Table 3.1 by the corresponding
industry-column totals. Thus the labour input coefficient for the
primary sector (Lll) is 403.0/3745.1 = 0.11. That is, in 1968-69 the
production of each dollars-worth of output in the primary sector required

a direct input of 0.1l dollars-worth of labour services.

The extension of the input-output model suggested in
equation (3.5) requires data which is not immediately computable from
Table 3.1. In the table gross fixed capital expenditue (column 13) is
disaggregated by capital input but not by investing industry. Column 13
shows the input composition of aggregate investment for the relevant ycar
but not the composition of imvestment in each investing industry. The
coefficients 'Bij in equation (3.5) entail the latter information. In
order to compute these from Table 3.1, the GFCE column of that table would
have to be expanded into a matrix with 9 columns, the ith element of the
th

3 column showing the flow of inputs of type i to capital formation in

. .1 . .
industry J . The required coefficients can then be computed as the

1. Note that the information is not available from ABS sources for the
Australian input-output classification. A project to gencrate such
data has been undertaken in the IMPACT project. See Hourigan (1980}.
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ratios of the clements of the expanded GFCE matrix to the corresponding

colum sums.

(¢) Limitations

Input-output models with structures similar

to  that discussed above, remain quite commonly used

tools of poélicy analysis. They arc often used, at the

national level, to estimate the effects of cxogenous changes in
final demand on employment, industry output® levels  and

gross domestic  product. A recent example in the Australian context
is included in the investigation of the tourist industry by the Bureau of
Industry Economics (Stanford and McCann (1979)).  Australian policy
literature also contains examples of the use of input-output analysis for
tracing the effects of price shocks through the price structure of the
economy. {(See Klijn (1973), and Haig and Wood (1976).) Attempts

to identify 'key scctors," especially in less developed
developed economies, are another common wuse of input-output hodcl.l

Unit increases in final demand are hypothesized for each sector in turn and

the implications for variables such as gross industry outputs, employment,

gross national product, foreign exchange requirements are computed.

4

The input-output model has a-number of shortcomings from the
point of view of these types of application. In this subsection some of
the more important limitations are discussed under two headings : the
extreme demand orientation of the model and its Specification of interna-

tional trade. 2 In both cases the passive role played by relative

1. See, for example, Schultz (1976}, and Kuyvenhoven {1976).

2. These limitations are discussed further with respect to recent input-
output analyses, and input-output-based models in Dixon and Parmenter
(1979).
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prices in the input-output model is highlighted as a major limit to the
usefulness of the model for policy analysis. The passivity is ensured

by the technological assumptions of the model and by the treatment of

A

both the level and the structure of final demand‘(including exports) as

exogenous.

{i) Demand orientation

The input-output model described by eéuatians (3.8), (3.10)
and (3.14) is a model in which output, and hence primary factor employment
levels, are completely demand determined. Factor prices are exogenous
and there are no constraints on factor supplies either at the economy-wide
level or on individual industries. In subsection 2.2 it was argued that
supply constraints, particularly economy-wide constraints, give rise to
important forms of interdependencé between industries.  The input-ocutput
model alone will not be able to capture the implications of these forms of

interdependence.

Supply-side constraints are not easily compatible with the
technological and final demand assumptions of the input-output model . This
is because those assumptions allow neither the input structures of individual
industries nor the commddity structure of final demand to respond to changes
in relative prices. Consider first the imposition of industry-specific
supply constraints. The traditional view of thé short run in economics is a
characterization 6f the economy as possessing limited flexibility owing to
the presence of fixed factors {capacity) in each industry. Imposing capacity
constraints on industries in the input-output model places absolute limits on
their production levels, The assumed fixed coefficient technology (cf. equa-

tion (3.1)) allows industries no scope to circumvent a shortage of one input
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by changing the proportions in which inputs are used. The interpretation
of the input-output model as a short-run model is viable only for an
economy in which all sectors have excess capacity and in which labour of
all types is less than fully employed. An indystry facing a fixed
coefficients production function cannot expand iés output in the short run

by combining increasing amounts of labour with its fixed capital stock

factor proportions are fixed.

The proportions in which primary factors are used by the
economy as a whole depend both on the factor combinations employed within
individual industries and also on the industrial composition of the
economy. Provided that individual industries use factors in different
proportions, an emerging scarcity of one factor, which is mobile betwecen
industries, can be overcome by shifting the structure of production in the
economy more heavily towards industries which use comparatively low shares
of the scarce factor in their input mixes. 1 Thus, the factor intensity of
the economy as a whole can be variable even when factor proportions within
each industry are fixed. Fixed coefficients technology at the industry
level is not, therefore, necessarily incompatible with economy-wide supply-

constraints.

The mechanism by which an adjustment in factor proportions
would be accomplished in a market economy operates via the structure of
prices. The price of the relatively scarce factor would increase, raising
the relative prices of commodities the production of which makes intensive

use of the scarce factor. Purchasers would then be

1. As explained above (p. 25) it will be necessary to look beyond direct
primary input proportions in order to decide which industries are
comparatively labour- or capital-intensive.
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induced to use less of the commoditics whose relative prices are
increasing and to substitute instead commodities whosc relative prices
are falling. The input-output model, however, can accommodate only
parts of this adjustment process. In the model described in equations
(3.8), (3.10) and (3.14), primary factor prices are cxogenous. If we in-
crease the price of one primary input to reflect increased scarcity then
relative output prices, described by equation (3.14), will respond in the
way outlined above. Prices of commodities produced by industries which
use the scarce factor relatively intensively will rise relative to other
prices. The model, however, has no mechanism which allows demand to
change in response to the change in relative prices. Technological assump-
tions preclude substitution between commodities in industries' input
structures and the level and commodity composition of final demand is
exogenous. The model is, therefore, no more amenable to the inclusion
of economy-wide factor constraints than it is to the imposition of

industry-specific constraints.

(ii): Intecrnational trade

Despite thé obvious weight of policy restrictions on
international trade, exports accounted directly for about 16 per cent of
Australian gross domestic product in the late 1970's (ABS, (1980), Table 5).
A much greater share of domestic activity is undertaken by industries which
are heavily dependent on international trade as exporters, import competitors
or suppliers of inputs to these trading sectors. International-trade
developments will therefore have important implications for economic
activity in a large part of the economy. In section 2.2 (for example) it

was argued that the balance of payments constraint constitutes a source of

industrial interdependence which is especially important for a small open
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cconomy such as that of Australia. An implication of  the
importance of international trade in the Australian economy is that, in
appraising the usefulness of an economic model for the analysis of
Australian policy issues, the specification of international trade will

be an important consideration.

in the input-output model, exports, together with domestic
final demand for domestic output, are exogenous. Imports are most
coherently treated as non-competing. That is, the assumption of fixed-
input-coefficient technology is applied separately to imports and domestic
inputs cven if imports are classified in the same industry categorics as

. . .1
domestic output. Imports are then computed in a separate equation as

M = A X+Y , (3.15)
m m

where M 1is a vector of imports, Am is a matrix of coefficients, (Am}ij’
the input of imports of type i required per unit of output of domestic
industry j , and Ym is a vector of final demand for imports. The
important point to note about this treatment is that neither side of the
trade account is modelled as depending on relative prices. Exports arc
entirely exogenous and imports depend only on the level of activity in the

domestic economy. In consequence, the input-output model alone is of

limited usefulness for the analysis of international trade issues in which

1. To add imports and domestic commodities of the same classification in
the same equation, for example to write the market clearing equation for

domestic goods as
*

X = A"X+Y-M , (3.16)

where A" is a matrix of coefficients showing unit requirements of
commodities undifferentiated as to source, would imply that they are
perfect substitutes, i.e., that they are the same commodity. This

leaves a problem as to what determines the shares of imports and

domestic supplies in total usage. If import prices differ from the prices
of domestic commodities, cost-minimizing users would use either imports
only or domestic supplies only.
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the response of trade flows to changes in domestic relative to world
prices are usually taken to be crucial. The implications of the long-
run balance of payments constraint for the economy in the face of an
exogenous change in trading conditions (a mining boom or a change in the
terms of trade), and the impact on the economy of changes in tariff

protection are two such jssues which were discussed in subsection 2.2

above.
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3.2 ORANI : A Johansen-style, Multisectoral Modcl

Thé input -output system remains at the heart of modern inter-
industry models. Developments in modelling over the last two decades,
however, have greatly extended the theoretical structure of the basic
input -output model and have expanded the range of industry interactions
which can be accommodated. In particular, pri&es have been made to play
a much more active role. By modelling the behaviour of economic agents
as explicitly responsive to changes in relative prices, modern inter-
industry models are able to go much fur ther in accounting for the types of

indirect interaction between industries which were described in subsection

2.2.

Among the many examples of such modelsvwhich have been
documented in the international literature are the model of Norway devel-
oped by Johansen (1960), the work of Taylor and Black (1974), models
developed in association with the International Monetary Fund (Arming ton,
1969 and 1970; Artus and Rhomberg, 1973) and the World Bank (Adelman and
Robinson, 1978; Dervis, 1975 and 1980), the Cambridge Growth Project
(Barker, 9221&:11979)’ the models developed in Canada by the Economic Council o
Canada (McCracken, 1973), and Boadway and Treddenick (1977), and the model
of the world economy developed by Leontief et al. (1979). In the Austra-

lian context, the work of Evans (1972) is seminal.

ORANI is a model in this tradition. In particular it follows
the style of Jphansen, an important feature of which concerns the question
of how to solve a model with a theoretical structure sufficiently complic-
ated to account for the types of interactions within the economy which we

wish to model and with sufficient disaggregation of its industry structure
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to make it useful for policy questions concerning the industrial
structure of the rcal cconomy. Johansen's method allows solutions
for the much more complex model to be obtained by methods no more
computationally demanding than those required in the case of the

input -output model.

First review how the input-output model described in sub-
section 3.1({a) was solved. Ignoring the equations which compute factor
demands, the basic theofetical structure of the commodity-output model
was given by equations (3.2) (demand functions for intermediate inputs)
and (3.6) (market clearing equations for output). Note that this
structure involves only equations which are linear in the variables, in
particular input demands are lingar functions of output levels. In
fact, equations (3.2) and (3.6) form a system of (nz + n) simultaneous

linear equations in the (n2 + 2n) variables Xij , Xj and Yj

(i, 3 =1, ..., n) . The system is solved by first setting n variables
(the Yj) exogenously (via equation (3.4)) and substituting equation (3.2)

into equation (3.6) to eliminate the Xij . This leaves a condensed

system of n linear equations in only n endogenous variables (the Xj),
‘

i.e., in matrix notation, equation (3.7).

The condensed system was then solved for its endogenous
variables, as in equation (3.8), by inversion of an n x n matrix (I - A)
and multiplication by the vector Y . 1 The input-output price model

(equation (3.11)) is a similar linear system in which output prices are

1. Note that having solved for the X;, values for: the eliminated variables
(Xij) could easily be obtained by back solution via equation (3.2).
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linear functions of input prices. It has n equations and the

i

{n + m) variables, Pj s (3 1, ..., n) and W, , (L =1, ..., m)

W, 1is sct cexogenously (equation (3.12)) and the system solved for the

£

Pj by the same matrix methods (equation (3.14)). Using modern

computers, matrix manipulations of the type required to solve systems of
linear equations are routine and reasonably cheap even for very large

systems.

As will be shown in this subsection, extensions to the
theoretical structure which are made in a more complex model such as
ORANI often require the introduction of non-linearities into the model's
equations. In particular, allowing for price-induced substitution possi-
. bilities between inputs to production processes and final demand leads to
non-linear forms for the relevant demand functions. Préducers' input
demand equations, for example, become non-linear functions of output
levels and the relative prices of inputs rather than simply linear
functions of output levels alone as in equations (3.2) and (3.3). The
basic theorctical structure of a typical modern inter-industry model is
therefore represented as a system of simultaneous non-linear equations

rather than a linear system.

Methods for solving large systems of non-linear equations
are available but are much more costly and much less flexible than linear
solution techniques.1 Johansen's suggestion, which has been followed in
solving the ORANI model, was to avoid the problems of non-linear solution
procedures by transforming the equations of the model from their origiﬁal

form which is non-linear in the levels of the variables to a representation

+1. For a more detailed discussion, sec Dixon (1979).



43

in terms of thc proportional or percentage changes in the variables

which is lincar. That is, a typical non-lincar cquation of the

model might be written

T = fU, V) , (3.17)

where T, U and V are the levels of variables in the model. T,
for example, might be the demand for a commodi%y by some producer,
U his level of output, and V the price of the input relative to an
index of all input prices. £ denotes an unspecified, non-linear
fgnetion. Equation (3.17) can be totally differentiated and written

in proportional changes as

dr (ef Uy du af v dv . 1 an
T puT| T VT (518
in which the proportional change in variable T on the LHS of (3.17) is
given as a linear function of proportional changes in the two variables

from the RHS. The coefficients of (3.18) are, respectiveiy, the elasti-
cities of T with respect to U and V . Under the Johansen procedure

these are evaluated numerically from base-period data and treated as

1
constants.

‘

After transformation to its proportional change version, the
model can once again be represented as a system of linear equations and

solved by matrix manipulation.  ORANI, for example, can be represented as

1. Note that the proportional change solution is therefore strictly valid
only for "small" changes in U and V . For "large" changes approxi-
mation errors are to be expected. The question of what is, for
practical purposes, “large" and 'small" is investigated for the case of
the ORANI model in Dixon, Parmenter, Sutton and Vincent {1981) . In
that volume it is also shown that an approximation-free solution for
ORANI can easily be obtained by a small number of successive applications
of the linecar solution technique.



where z is a vector of percentage changes in all the model's

variables, and A is a matrix of equation coefficients. For ORANT,

as for the input-output model, the number of equations in the model

(q, say) is smaller than the number of variables (r, say) which appear
in these equations. Before equation (3.19) can be solved therefore

(r - q) of the variables must be specified exogenously. 1 Equation

(3.19) can then be rewritten as

Az, + A (3.20)

—
P
D
]
[S]

where z is a (4 x 1) vector of percentage changes in the cndogenous

1
variables, z, isa [(r - q) x1] vector of percentage changes in the
exogenous variables, Al is a (q x q) matrix consisting of the columns of
A corresponding to zy , and AZ isa [q x (r - q)] matrix consisting

of the columns of A corresponding to z,

Matrix manipulation is then sufficient to give a solution
for the percentage changes in the endogenous variables in terms of the

. . 2
percentage changes in the exogemnous variables as

1. As will be shown below, there is considerable choice for the user of
ORANI as to which variables are treated as exogenous. This choice
allows a great deal of flexibility to the user in specifying different
economic environments for experiments with the model.

In fact, the number of equations and variables in the basic theoretical
form of ORANI (see Dixon, Parmenter, Sutton and Vincent, op. cit.,
Table 1) is too large to be solved directly in this way. Algebraic
methods are therefore used to eliminate variables and condense the
system to a more manageable size, just as intermediate input demands
were climinated in solving the input-output model.  Solution values
for the eliminated variables are then obtained by back-substitution.

|88
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The typical ijth element of the matrix - Ail AZ is the elasticity

of the ith endogenous variable with respect to the jth oXogenous

variable. For example, among the endogenous variables (zlj we

might include percentage changes in output levels for each of the
industries distinguished in the model. The exogenous variables might
include percentage changes in the ad valorem tariff rates for imports

of each import category distinguished. By making equal changes in the
tariff rates (a 25 per cent increase, say) the model can be used to
project the effects of an across-the-board tariff change. Equation (3.21}
will yield projections of the percentage changes in industry-output levels
likely to be gencrated by a 25 per cent across-the-board increase in all

tariff rates.

The remainder of this subsection contains an explanation of
the type of relationships between economic variables which constitute the
system (3.19) for the case of the ORANI model. The explanation proceeds
in two stages. First, in part (a), the basic methods used in building up
and implementing the model wiil be illustrated via the construction of a
drastically simplified version of a Johansen-style model. This is called
the "stylized Johaﬁsen model' and has the same basi; structure as ORANI

itself. Second, in part (b), some details of the main featurcs of the

equations which constitute the full ORANI system will be outlined.

[}



{a) A stylized Johansen model1

As compared to the open'statickinput-output model, extended
inter-industry models, like that of Johansen and ORANI, have a number of
important additions to their theoretical structures. Two of the more
fundamental are, first, a more elaborate technological specification based .
on neoclassical production functions which allow cost-minimizing producers
to adjust their input mixes in response to changes in input prices, and,
second, a degree of closure in the sense that elements of final demand are
explained by variables within the model rather than treated as exogenous,

Standard micro-economic theory is employed to provide the additions.

A very simple, sfylized version of a model incorporating
extensions of this type will now be developed. The aim is to provide
a model of a Johansen-style model which can be used to
illustrate the basic theoretical form of the more elaborate model, to show
how this theoretical structure can be built up from standard micro-cconomic
theory, to show how the data requirements of the model can be éupplied by
commonly available economic data and finally to demonstrate the basic
principles involved in manipulating the model to produce projections of the
effects of exogenous changes of interest. For these purposes a compara-
tively simple model with only a small number of economic agents will suffié%,
The stylized model describes a hypothetical, closed economy (international
trade is ignored) with one final consumer, two industries (each producing
only a single commodity) and two primary factors. The equations df the
model fall into four distinct categories. These are equations describing

the demand for commodities for use in final demand; equations describing

1. This section draws heaVily on material originally prepared by Peter
Dixon for use in training courses for the ORANT model. See
Dixon (1978).
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the demand for commoditics and primary factors as inputs to production;
pricing rules relating the prices of commodities to production costs; and
market clearing constraints for commodities and primary inputs. The
contents of each of the categories of the stylized model will be set out

in detail.

(i) Final demand for commodities

For the stylized model it is assumed that the only source
. . . . 1 .
of final demand is domestic household consumption. Domestic houscholds
are assumed to be price takers and to maximize a Cobb-Douglas aggregate

utility function

o o
10 20
= 22
8] Xlo XZO , ‘ (3.22)
subject to a budget constraint
P1 XlO + PZ xzo = Y {3.23)
where XiO (i =1, 2) 1is final consumption of commodity 1 . (Note
that the sccond subscript, 0 , is used to denote flows to final demand.)
Pi is the price of commodity ‘1 ; Y 1is aggregate final expenditure ;
2
and the o, are positive parameters normalized so that % Gig = 1
i=1 ‘
2
From these assumptions, standard Lagrangean methods ™ can be
used to derive consumers' demand functions for the two commodities which
take the form
Xio = 4., Y/P1 (i =1, 2) (3.24)

1. Government spending, investment and exportsareall omitted for simplicity.

2. The derivations used in setting up the stylized model are sct out in
the Appendix.
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According to (3.24) consumers' demand for each commodity is a positive
function of aggrecgate consumers' expenditﬁro and a negative function of

the commodity's own price. In fact, under the Cobb-Douglas form assumed
for the utility function (3.22), the share of expenditure on each commodity
in total consumcrs' expenditure is constant. In other words, the expendi-

ture elasticity of demand for good 1 is unity and the own-price clasticity

is equal to -~ 1 (cf. equation (3.24)* on p. 54 below). It is clear {rom
(3.24) that &0 is the share of expenditure on commodity i in total
consumers' expenditure. The imposition of the Cobb-Douglas form for the

utility function in the stylized model has the result that the estimation
of paramecters for the consumers' demand functions, even in the levels form,

is very simple. The required expenditure shares (aio) could be computcd

from data on the pattern of consumers' spending in a single period.

(ii) Producers' demands for inputs

In order to obtain producers' input-demand equations for the
stylized model each producer, j , 1is assumed to be a price taker in all
input markets and to choose his input combination to minimize the total costs

of producing any output level, i.e.,
4

[
[
M

4
™, = ) X..P. G 2) ,

subject to the constant-returns-to-scale, Cobb-Douglas production function

[o

4
X. = A. T xi?J G =1, 2),
i=1 M

where Xj is the level of output in industry j , the Xij are the

usage of intermediate (i = 1, 2) and primary (i = 3, 4) inputs by

(3.

3]

(g



industry j , and Aj and the (!ij are positive parameters with

a. .
1]

The solution to the producers' constrained cost-minimiza-

1 3
tion problem yiclds © the following input demand equations

4 o,
t] .
X.. = .. X, @ P P. i=1, ..., 4, (3.27
ot QX LR/ Gt )
where Qij is a positive parameter given by
4 -0
Q. = a. (0 (@.) 9y/a. (3.28)
1] 1) 41 W ]

2 ' . o
It can be shown ™ that the aij are the shares of the inputs i in the

total costs of industry j ; that is,

4 .
.. = P.X../ } P_X_. (i=1, ..., 4; (3.29)
- =] j =1, 2)
According to equation (3.27), the typical cost minimizing

producer in the stylized model, who faces Cobb-Douglas technology
(cquations (3.26)) will increase his demand for all inputs when his
output level increases, and will substitute other inputs for any input i
whose price increases relative to a cost-share weighted index

4 «

(n P
t=1 °

tj) of all input prices. Just as assumptions about the utility

function simplified parameter estimation in the case of the final demand
equations, the assumption of Cobb-Douglas technology simplifies the estima-

tion of paramcters for the input demand functions. In the Cobb-Douglas

1. See Appendix.

2. Sec Appendix.
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case the elasticity of substitution between any pair of inputs is

unity.]' The cost shares (aij) could be computed from a single

eriod’s data on industry costs. A. is an arbitrary scale parameter.
p y j Y I

{iii) Costs and prices

Commodity-pricing equations for the stylized model can be
obtained by making the perfectly competitive assumption that no pure
profits are earned, that is, that total revenue is just equal to the total
costs of produced and primary inputs, including a rental price for the
producer's capital equal to its opportunity cost. Using the notation

already defined the assumption is

4
P, X. = ) P.X.. (G =1,2) . (3.30)

The LHS of equation (3.30) is total revenue for industry j and the RHUS is

its total costs. Input quantities can be eliminated from equation (3.30) using
the ihput demand equations (3.27). Since constant returns to scalc have been
assumed via (3.26), the same substitution also eliminates the output

level (Xj) and yields unit price equations which express output prices

as functions of input prices alone, 2 that is

4 at.
P, = Q. 1 p-J G =1, 2), (3.31)
] J e B .
'where
4
Q. = ) Q..
j o1 1

1. See equation (3.27)*, p.54

2.  See Appendix.
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Notice that in equation (3.31) input shares in industries' total costs

(the a's) determine the responses of product prices to changes in input

prices. The elasticity of output price i with respect to input

' . . 1
price j is in fact just aji , the share j in total costs of 1
(iv) Market clearing equations

The final element of the stylized model is a set of
market clearing equations for commodities and primary factors.
These are

2
X, = )} X,. (i =1, 2: commodities) , (3.32)
i . ij
j=0
and
2
Xi = Z Xi' (i =3, 4: primary factors) , (3.33)
j=1

where the Xi for i = 3, 4 are the aggregate employment levels of
the primary factors. The RHS of equations (3.32) and (3.33) just sum
the various categorieé of demand. Commodities produced by the
domestic industries can be used in final demand (j = 0) or as inputs
to production (j = 1, 2). Primary factors are used only as production

inputs.

One last equation could be added. That is the national income
accounting identity equating the aggregate expenditure dand aggregate
income measures of the gross national product. For the stylized model

this is

*
1. Cf. equation (3.31) , p. 54.



Y = i P, X. . (3.34)

Y is aggregate final expenditure as before and the RHS of (3.34)
is aggregate primary-factor income for the stylized model. However,

it is not difficult to showil that equation (3.34) is already implied
2

by the rest of the system and is therefore redundant. On the other
hand, the model as it stands will yield a solution only for relative
prices. There is no equation to determine the absolute price level.

Such an equation can be added simply by choosing any one of the four

prices as the numeraire. One such choice is

Equations (3.24), (3.27), (3.31), (3.32), (3.33) and (3.35)

form the basic theoretical structure for the stylized model written in

the levels of the variables. This type of model is often referred to
as a. (computable) general equilibrium model. That is, the model is

solved for simultaneous "equilibrium" values of its endogenous variables.

It should be noted, hdwever, that the model is not completely closed.

é

There are only 17 equations but 19 variables, XiO i=1,2), Y,
Pi i=1, ..., 4), Xij (i=1, ..., 4; 3j=1,2, and

Xj G=1, ..., 4) . In order to close the system, that is, to equate

the number of equations in the system to the number of variables to be
determined by it, it is necessary to treat two of the variables as exog-
enous.  The type of equilibrium condition imposed in solving the wodel

depends on the choice of exogenous variables. In particular, it is not

1. See Appendix.

2. Note that this represents the application of Walras' Law to the
model.
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necessarily true that all markets must clear in the usual sense. For
example, employment levels for both primgry factors could be specified,
i.e., XS and X4 set exogenously. The model could then be used to solve
for values of the remaining 17 variables, including the values of the
primary factor prices (P3 and p4) necessary to clear the factor markets.
Alternatively, however, the price of one factor could be set exogenously
leaving the model to determine its employment level. if, for example,
primary factor 3 is defined as labour, primary factor 4 as capital, and PS

and X, are set exogenously, the model becomes one with a fixed endowment

4

- of capital but a labour supply which is perfectly elastic at the given wage
rate. In the second case it is clear that the model is not a full general
equilibrium system with respect to the labour market. Even in the first
case there is no reason why the'exogenousiy set employment level need

correspond to full employment.

Both of the closures outlined in the previous paragraph are
legitimate possibilities. There are, however, restrictions on which
variasbles can legitimately be set as exogenous. For example, suppose that
we sét the two factor prices (PS and P4) exogenously, recalling that one
commodity price (Pl) has already been set as the numeraire via equation
(3.35). This leads to two problems. In the first place the model's price
system might be inconsistent. There are two price equations (3.31) but
only one endogenous price (Pz). If we are lucky enough to find a value
for Pé which satisfies both equations in (3.31) we are left with the
second problenm. Delete equations (3.31) and (3.35) and all fouruﬁrices
from the model and 14 equations remain to determine 15 variables, all quant-
ities rather than prices. The selection of P3 and P4 as exogenous 1s
illegitimate because then there is no exogenous quantity variable to determine
the absolute size of the economy. The model will therefore yield a solution

only for relative quantities just as, without a numeraire, only relative

prices could be derived.
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The opportunity to choose different scts of exogenous variables,
that is to impose different equilibrium conditions or economic environments
on the model, gives the user an important element of flexibility in his
uses of the model. For the case of ORANI a large number of possible

choices is available. Some of the most useful are discussed in sub-

section 4.1.

Pursuit of the Johansen method for solving the stylized
model requires that its equations be converted to their percentage
change form. The transformed equations are given below.l The
same numerical identifiers are used as were used for the corresponding
levels versions but an asterisk has been added to denote -the transforma-
tion. Lower case letters are used to denote the percentage changes of

equivalent level variables (e.g., xi/IOO = dX/X)

: *
Xig =¥ - Py i=1, 2), (3.24)
4
Xip0% X oy - L oep) (A=1, .., 4 (3.27)"
'3 ] t=1 - j=1,2),
4
- = 2) (3.31)"
Py RIS G=1,2, .
t=1 1
2
: = ) B..x (i=1,2) (3 32)*
*5 Lo Fig X5 2 2 :
j=0
2
- _ . \'X
x, = ‘2 Bij X5 (i =3, 4), (3.33)
J=1
- | 3.35)"
p, = 0, (3.35)
where
= = ey o
Rij XlJ/X (i 1, s 4o 0, 1, 2

1. See Appendix for transformation rules.
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That is, Bij is the share of total sales of commodity i (i = 1,2) or
primary factor 1 (i = 3,4) which is accounted for by sales to

industry i (j = 1,2) oxr to final demand (j = 0) . Note that in its
transformed version, the model is linear in the percentage change variables.
The asterisked equations have been written in the tableau form of the matrix
» representation (3.19) in Table 3.2 ; that is, the interior of the tableau
defines the elements of the matrix A for the stylized model. The first
task would be to choose the exogenous variables and to split the A matrix
into submatrices A1 (the columns of A corresponding to the endogenous
variables) and AZ {the colums corresponding to the exogenous variables).
For example, for the first of the closures suggested on p. 53 (XS and X4
exogenous), columns 1 - 9 and 12 - 19 of Table 13.2 would form Al and
columms 10 and 11 would form A, ..  The system could then be solved by the

2

matrix manipulations described by equations (3.20) and (3.21).

An option which might be exercised before application of the

solution method is to reduce the size of the system by algebraic substitu-
tions. For example, in the stylized model, the consumer demand variables

{xio) and the input demands (xij) could easily be eliminated by substi-

tuting equations (3.24)* and l(3.27)* into the remaining equations to

give a condensed system of 7 equations in @ variables as follows :

4 *

= . . i=1, 2}, 3.31

Pj tzl %5 Ptj (j ) (3.31)
2 4 * &

%= O Ry Byg b Oy m ) e R By (5.32)

J“l t=1
i=1,2,

2 4 )

X 0= jgl (Xj - (p; tgl %y p.J) Bij s (i=23,4), (3.33)

p, = 0 . (3.35)



56

e

T (gcre)
AT 1 z ?03
2€q. T 1 ’ T (¢g9)
tlq. Tig. I “q- o (zere)
2T, I . 0Tg-1 1- Hﬁmm.mu
4 Eo-1) Cln- 20 (1e°¢)
#
oo T4 T8, (T, T
I I- ((Po-p) oo oo T 8" (Lz°¢)
. - (Woup T 15, T L ze)
. I- Wy (CEp-p TG Tl o (Le's)
. = oo (Foep TG Tl §* (e
I , 1- eV oy mmaxﬂv Cly. A «mmm.mu
. I- Wy Mg dChpy Tho ¢ (Lz)
I 1- oo Tp  TWp Llpy ¢ eg)
1 r- oo oo T Aoy - ee)
I - 1 z %?N.E
I I- T o wzg)
e T T8 T8y T3 Tgy T I, b, S, 2 I, v £q g Ig £ 0z, o1,
61 8T L1 91 ST v Sl 4 IT 01 6 8 L 9 § 2 ¢z 1

Topoul ussueyop pazT1iA1s ‘IBAUTT 9yl jo uorlelussoxdsr neslqe]

Z'g °lqel



57

The advantage of the condensation procedure is that it

reduces tPe size of the system which must be handled at the éomputing stage.
In the example given it has reduced the size of the matrix Al which is to
be inverted (see equation (3.21)) from (17 x 17) to (7 x 7). Inversion
of the (17 x 17) matrix of the uncondensed version of the stylized model would
not be a major computing task, but for larger systems such condensation
imight be very valuable. 1 The costs of condensation, apart from the
algebra required, are that eliminated variables cannot casily be made
exogenous and that if solution values for them are required thesc nust

be obtained by back solution following the computation of any soluiion

to the condensed model. The values of the X%O in the stylized

model, for example, could be obtained by substituting into equation

(3.24)* the solution values of y and the 1 obtained from the

condensed system.

The final point to be made about the stylized model concerns
its data requirements. The explicit parameters of the model represented
. * % * * * - *

by equations (3.24)", (3.27)7, (3.31)", (3.32) , (3.33) and (3.35) are
of two types : industry cost shares (the aij) and user sales shares
(the Bij) for both commodities and primary factors. Note, however,
that other data have implicitly been supplied to the model as theoretical
‘assumptions, especially in the utility and production functions. Expendi-

ture elasticities of consumer demand and the elasticities of substitution
between inputs to production have all been set to unity and own price
elasticities of consumer demand set to - 1 as consequences of the functional

forms chosen for utility and production functions. In a more realistic

model, less restrictive assumptions might be imposed so that various para-

1. The ORANI theoretical structure, for example, contains approximately 5
million equations (see Dixon, Parmenter, Sutton and Vincent,
Table 23.1). It is condensed to about 300 equations before computation.
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meters such as the consumer and substitution clasticities would bhe
required from econometric evidence. In currently implemented
versions of ORANI, for example, CES rather than Cobb-Douglas production
technology is imposed. Theoretical assumptions still play an import-

ant role in limiting the data requirements to manageable proportions.

For the case of the stylized model, all the parameters which
need to be supplied from data about the economy to which the model is to be
applied can readily be obtained from input-output tables. Refer back to
Table 3.1 and note that that table describes an economy which is more elab-
orate than the economy implicit in the stylized model. In particular,
Table 3.1 distinguishes more industries and final demand categories and
includes international trade flows. With those qualifications it should
be apparent that cost shares such as the aij are just shares in the colum
total of individual entries in an iﬁdustry colum in the input-output table.
Industry sales shares such as the Bij for i = 1,2, 1in the stylized
modeliareAthQ shares in the row total of the entries along an industry row.
The primary féctor sales shares are, similarly, the shares in the relevant
row total of the entries along a primary factor row in the table. For
example, in the economy represénted by Table 3.1, the share of inputs from
industry 2 in the total costs of industry 5 (i.e., u2,5 following the
notation of this section) is 459.7/12601.1 = 0.036 . Similarly, the
share in the total sales of industry 2 which is accounted for by sales of
intermediate inputs to industry 5 (i.e., B2,5] is 459.7/1149.1 = 0.400.
Finally, the share of total payments to labour accounted for by employment

in industry 8 is 3442.3/14029.5 = 0.245 .
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(b) Some dctails of the ORANI structure

The stylized model described in the previous subsection is
a convenient, simplified caricature of ORANT. It served to introduce
the general classes of equations which comprise the ORANI structurc (final
demand equations, equations describing producers' demands for inputs,
pricing equations and market clearing constraints), to demonstrate how
these can be derived from orthodox propositions of microeconomic theory
(constrained optimization by producers and consumers, competitive assump-
tions, etc.), to illustrate the linearization method proposed by Johansen
and to show how the parameters of the linearized model can be constructed
from commonly available economic data. ORANI itself has been constructed,
linearized, implemented empirically and solved in a manner exactly
analagous to that outlined for the stylized model. ORANI is, however,
4 much more claborate model in terms of the number of sectors distinguished,
the degree of detail in which final demand and primary inputs are modelled,
the assumptions made about technology, and the price structure of the model.
In tﬁis subsection some details are given of the way in which these issues
are handled in ORANI. The aim is to give a general account of the
economics underlying the ORANI structure. Full technical details are

given in Dixon, Parmenter, Sutton and Vincent (1981).

(i) Industry and labour-force classification

The core of the data base for ORANI is the input-output tables
compiled by the Australian Bureau of Statistics (ABS, 1977). The first
publicly documented version of ORANI (Dixon, Parmenter, Ryland and Sutton,
1977) used precisely the same industrial classification as that chosen for

the input-output tables. The model thus distinguished 109, ASIC-based
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industries. For the more recent versibn of the model some modifica-
tions have been made to the industrial classification (Dixon, Parmenter,
Powell and Vincent, 1979). The main change is in the agricultural
sector where, instead of the six, single produc} input-output groupings,
ORANI distinguishes eight industries, four of thch produce more than one
commodity. Ten agricultural commodities are distinguished. They are
wool, sheep meat, wheaé, barley, other cereaﬁ grains, meat cattle, milk
cattle and pigs, other farming export, other farming import competing, and
poultry. The revision of the agricultural data was made to accommodate
an explicit modelling of the multi-product nature of most Australian farms.
For non-agricultural sectors the input-output convention of single-product
industries is retained. The complete industry classification is given in

the table of industry results in subsection 4.2(b), i.e., Table 4.2,

Labour input in ORANI is disaggregated into nine broad
occupatiqnal categories. A matrix of labour input by occupation and
industry was compiled, consistent with the labour input data in the input-
output tables, on the basis of population-census data. The ORANI 1aboﬁr-

force categories are listed in Table 4.1 in the results section.

{(ii) International trade

One major contrast between ORANI and the stylized model is
that ORANI is a model of an open economy. Particular attention has been
paid to the specification of international trade, both because of the
importance of trade to the Australian economy generally and because the
model was designed partly for use in formulating advice on trade policy

within relevant government departments.
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Australia‘is assumed, in ORANI, to be a small buyer

in the markets for its imports. World prices for imports are, there-
fore, independent of the level of Australian de;and for imports. In
the domestic market, imports are assumed to compete with domestic output
of the same commodity classification but not to be perfect substitutes.
That is, the shares of imports and domestic supplies in each domestic
user's total purchases of any importable commodity are assumed to depend
on the relative prices of supplies from the two sources.1 The model

contains demand functions for commodities identified by commodity cate-

gory and source of the following form

2

= iy - 93Py .

X. -
isj ij .

where xisj is the percentage change in the demand for commodity 1 ,

from source s (s = 1 indicates that the commodity is domestically
produced and s = 2 that it is imported), by user j (j can identify
an iﬁdustry if the commodity is to be used as an input to current
production or capital formation, or it can identify the final demand
category, household consumption). wij is an activity variabie which
defines the percentage change in user j's demand for commodity i in
general (i.e., for "effective" units of commodity i not distinguished

by source; see footnote 2}. P is the percentage change in the

isj

1. An exception is the treatment of government current expenditure which
is assumed exogenous with regard to its commodity and source composi-
tions. ’

2. This form follows from assuming that domestic users of any good 1
choose their combinations of imports and domestic supplies of the
commodity so as to minimize the total cost of their requirements of
"effective" units of 1 subject to the definition of an effective unit
of i as a CES combination of imports and domestic supplies.
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price paid by user j for commodity i from source s . oy is the

elasticity of substitution between imported and domestically produced

supplies of commodity i and Sitj is the base-period share of

source t in user j's total purchases of commodity i .1 Equation (3.36)
says that, for any given level of demand for good i in general, an
increase in the price of imports (say) of good i relative to a share
weighted average of the imported and domestic prices (the percentage

change in this average is the second term in the brackets on the RIS of
(3.36)) will lead to a reduction in the demand for imports and an increase

in the demand for domestically produced good i

Key parameters necessary for the empirical implementation of
these assumptions are the elasticities of substitution (ci) between
imports and domestic sources of commodities, that is, the parameters which
describe the percentage change in the import-domestic shares of the usage
of each commodity likely to result from a one per cent change in the
relevant import/domestic price ratio. A major econometric effort has
been mounted to provide estimates of_fhese parameters for the Australian
economy at the level of commodity disaggregation employed by ORANI.
Results, methods and data are ‘described in Alaouze (1976 and 1977}, Alaouze,
Marsden and Zeitsch (1977) and Marsden and Milkovits (1977). The results
indicate that at the relevant level of disaggregation, a typical value for
the elasticity of substitution between imports and domestic output ?s about
two.  Higher values were obtained for some of the major import categories
(e.g., 3.4 for clothing, 6.8 for footwear andkS.O for motor vehicles and
parts) and much lower values (about 0.5) were assumed for most of the

capital goods.

1. These shares can easily be computed on the basis of comparisons between
input-output data with direct and indirect allocation of imports. See
p. 30, especially footnote 2.
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Exports from Australia's major export industries are
assumed, in ORANI, to be sensitive to both domestic cost conditions
and overseas demand. World prices of exports are not assumed to be

A

independent of Australian supplies to the world markets although the
relevant foreign demand elasticities are typically high. 1 Subject
to the postulated fofeign demand curves, the major exporters are assumed
to determine export volumes on conventional profitability criteria.
Domestic sellers' prices of the major export commodities are therefore
closely tied to their world prices. In the standard version of ORANI
exports are determined in this way for the followiﬁg commodities : wool,
wheat, barley, other grains, fishing, iron, other metallic minerals,
coal, meat products, food products n.e.c. (mainly sugar), prepared fibres,
basic iron and steel, and other basic metals. For all other exported

commodities, exports are exogenous and domestic prices fixed by domestic

cost and demand conditions unconstrained by world prices.

’

To complete the specification of international trade in the
theoretical structure of ORANI, an eqbation is included which defines
the balance of trade as the difference between the aggregate foreign-
currency value of exports and the foreign-currency cost of imports. In
model simulations, the balapce of trade can either be left to be determ-

ined by the model or set as an exogenmous constraint on the solution.

1. Best estimates of these elasticities for the major export commodi-
ties are given in Freebairn (1978). The values used in the
current version of ORANI range from 1.3 (wool) to 20 (minerals,
sugar and non-wheat grains).
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(iii) Aggregate domesti¢ final demand

The treatment of exports is an example of the endogeniza-
tion in ORANI of elements of final demand, in this case foreigners!
demand for Australian products. Threc other categories of final
demand are distinguished in the model : consumption by domestic house-
holds, investment and current government spending. Together, these
three constitute aggregate domestic absorption. Just as in the case for
the stylized model, ORANI is constrained by an (implicit) national income

identity 1 which may be written as
GDP = A+ (E-M |, {(3.37)

where GDP is the real gross do%estic product, A is real domestic
absorption, E is real exports and M is real imports. Unlike the
short-run Keynesian model or the open-static input-output model, aggregate
demand (the RHS of equation (3.37)) is not usually of overriding importance
in determining the GDP. GDP can be regarded as largely determined by

the constraints imposed on the suppl} side of the model. 2 The current

version of ORANI contains no equations which explicitly relate domestic

‘

1. Recall that this was the equation eliminated by Walras' law from the
stylized model.

2. For example, consider a typical short-run simulation from ORANI in which
technology and industries' capital stocks are fixed and labour supply is
assumed to be perfectly elastic at a fixed real wage. In a-vne-
sector model with a neo-classical production function and competitive,
profit-maximizing producers, these assumptions would be enough to fix
employment : employment is determined at the level at which the real
wage equals the marginal product of labour which is known for each
level of employment With both employment and the capital stock thus
fixed, output is fixed. All that remains is to determine the alloca-
tion of GDP between domestic absorption and the balance of trade. ORANI,
of course, is a multi-sectoral model whose sectors differ in capital
intensity. Compositional effects, therefore, can produce output
responses to demand changes even with fixed real wage rates and neo-
classical short-run assumptions,
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absorption to elements of national income (a Keynesian consumption
function for example).  If a balance of trade constraint is imposed
on the model (i.e., if (E - M) is fixed) it is natural to determine
absorption endogenously. Alternatively, real absorption can be fixed

exogenously and the model can determine the appropriate value for the

balance of trade.

(iv) Household consumption

Even when the levels of the domestic national expendi ture
aggregates are exogenous, the commodity composition of both household
consumption and domestic investment is explained in the ORANI theory.
The.determination of consumption proceeds along similar lines to those
followed for the stylized model. Consumers are assumed to behave as if
they maximize an aggregate utility function subject to an aggregate
budget constraint. Utility is defined as a function of levels of con-

sumption of commodities of each commodity category.

In the open-economy model commodities are distinguished both
according to cammodity-type and source (imports or domestic). The
source composition of households® consumption of each type of commodity
is determined by the relative prices of imports and domestic supplies as
explained above. 1 Household demand functions for each type of commodity
implied by the utility maximization assumption are functions of aggregate
expenditure and commodity prices 2 and can be writtgn in percentagé

change form as

1. See subsection 3.2(b) (ii). In the application of the source demand
equation (3.36) to household demand the activity variables (wij) are

the xfs) determined by equation (3.38).

2. The price of each type of commodity is defined as a weighted average
of the relevant import and domestic prices.
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g
X§3) = g, ¢+ 2 n. . p€3) , i=1,...,8, (3.38)

where xﬁs) is the percentage change in the demand for commodity 1 ,

(3)

¢ is the percentage change in aggregate consumption, pj is the

percentage change in the price paid by households for commodity j,

€; is the expenditure elasticity of demand for good 1, and ”ij

is the cross price elasticity of demand for good i with respect to the

price of good j

An extensive 1itgrature exists which is concerned with the
question of how to estimate the expenditure- and price-elasticity para-
meters required by (3.38) on the basis of limited information about house-
hold expenditure responses to income and pfice changes. 1 Assumptions
about the form of the utility function serve to impose restrictions on the
parameters. Recall for example that the Cobb-Douglas form chosen for the
stylized model implied that the expenditure elasticity of demand for each

good (i.e., si) was equal to one, that own-price elasticities . (i.c., nij

for i = j) were equal to minus one and that all cross-price elasticities
(i.e., nij fori # j) were equal to zero. The consumption parameters used
in the currently implemented version of ORANI were generated from less re-
strictive assumptions.2 Expenditure elasticities can deviate from unity and
hence ORANI is able to account for the empirical observation that, as income

increases, the shares of some items in total spending (personal services or

1. See Barten (1977).

2. The utility functions was assumed to be of -the form suggestadby Klein:and
Rubin (1948-49) which yields the linear expenditure system as thc frame-
work for estimation.  On the basis of this, parameters wcre cstimated
at the 15 commodity level. The resulting estimates were then mapped into
the ORANI commodity classification. See Tulpulé and Powell (1978).
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consumer durables, for example) increase at the expense of the shares of
other items (food, for example). Cross-price effects can be non-zero but
the range of substitution effects currently allowed is limited by the assump-
tion, implied by the chosen utility function, that the marginal utility of
any commodity is independent of the level of consumption of any other
commodity. An increase in the price of good j will affect the demand

for good 1 because all commodities "‘compete f;r the consumer's dollar"

but not because of any specific substitution relationship between the two
commodities. Such an assumption is clearly less satisfactory the more
commodity disaggregation is recognized in the consumption bundle. The theo-
retical structure of ORANI can accommodate consumption parameters generated
from much more general assumptions about the form of the utility function.
The effective constraint on the range of substitution possibilities allowed
is the availability of data to support the econometric estimates of the

required parameters.

(v} The demand for investment goods

There is nothing in the current Version of ORANI to determine
the level of aggregate investment in the economy . This is usually deter-
mined exogenocusly by an‘assumption about the share of investment in
aggregate domestic absorption (see subsection 3.2(b)(iii)). However,
the allocation of a large proportion of the aggregate investment budget
among investing industries is determined in the model by movements in
relative rates of return. An increaée in an industfy's expected-rate
of return relative to the economy-wide rate will indﬁce that industry

to expand its investment and acquire an increased sharée of the

1. See Phlips (1974, section 3.1). The offsetting benefit of making
this simplification is that the (g x g) matrix of own- and cross-price
can be computed on the basis of g expenditure elasticities and one
other estimated parameter. See also Powell (1974).



68

economy's investment budget. The readiness with which industries
expand investment in response to increases in expected rates of
return is reflected, in ORANI, by parameters in the industry-
investment functions which reflect recent historical experience in
the Australian economy. This part of the ORANI investment theory
is generally overwritten for a group of industries, mainly public
sector industries, for which it is not considered plausible. For

these industries, investment is then fixed exogenously.

Once the composition of investment by invesfing industry
is determined, the demand for investment goods follows from the commod-
ity composition of investment in each industry. - ORANI contains data
which describe thié composition for a typical unit of investment in
each industry. 1 The technélogy assumed for combining inputs of each
commodity type into capital in each industry is of the’Leontief variety.
That is, inputs are assumed to be used in fixed proportions with no
substitution allowed between, say, steel and plastics in response to
changes in their relative prices. The source composition of each
(cost miminimizing) investor's usage of any input is, however, modelled
as a function of the relative prices of imports and domestic supplies in
the usual way. (See seétion 3.2(b)(ii)‘above.) In applying
equation (3.36) to the demand for investmenﬁ goods the activity variables

W

ij)V are equal to the percentage changes (yj) in industries' invest-
ment levels , 1i.e.,

ng = yj , for all i . (3.39)

1. That is, the investment vectors from the input-output tables have
been disaggregated into investment matrices which show inputs to
investment disaggregated by industry of use as well as by type of
input (cf. pp. 33-4 above).
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Equation (3.39) follows from the Leontief assumption which implies
that for cost minimizing investors the demand for each commodity
distinguished only by commodity type, not sourée, 1 will be proport-
jonal to the level of investment.

In summary, then, the demand for inputé to capital formation
depends, in ORANI, on aggregate investment, movements in relative rates
of return between industries and the prices'of domestically produced

investment goods relative to imports.

(vi) The demand for inputs to current production

In the stylized model presented earlier both primary and
produced inputs were assumed to enter into industries' production
functions in the same way (see equation (3.26)). The producers' cost
minimization problem yielded input demands as functions of output levels
and all input prices (see equation (3.27)%). Substitution was allowed
between all types pf inputs although ali pairwise elasticities of substitu-
tion were restricted to unity. Tﬁe production specification employed
in ORANI allows a restricted range of substitution possibilities between

inputs but, where substitutién is allowed, the relevant substitution

parameters are not so severely constrained by the theory.

Producers' demand functions for current, produced inputs in
ORANI are strictly analogous to demands for investment goods described in
the previous subsection. The assumed production functions require

intermediate inputs of each commodity type in fixed proportions, i.e., mo

1. That is, demand for "effective units" of each commodity (see footnote
2onp. 61).
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substitution possibilities are allowed between alternative produced-
input categories. Once again, however, substitution between imports
and domestic supplies of the same commodity category is allowed and
producers select their input sources so as to Tinimize input costs.
Equation (3.36) can therefore readily be appliéd to repreéent demands
for current inputs. The x. must now be interpreted as demands for

isj

intermediate inputs, the sitj as source shares in intermediate usage of
commodities and the activity variable (wij) is equal, for all i, to

the current output level of industry j

Allowing for substitution in response to relative price
changes between different types of intermediate inputs would involve no
serious theoretical complications in ORANI although it would expand the
size of the model. The main reason for ruling out such substitution
possibilities is empirical. In the first place the time-series input-
output data which would be required to estimate the relevant substitution
parameters are simply not available for Australia. Secondly, to the
extent that the issue has been investigated with more extensive data
bases overseas, there is no strong evidence of reliable relationships

be tween input-output coefficients and relative prices (Sevaldson, 1976).

Demand functions for primary inputs in ORANI reflect neo-
classical, value-added produttion functions which are assumed in the model.
No substitution is allowed between produced and primary inputs. The real
cost of the former can simply be deducted from the real value of output
and producers can be regarded as combining primary. inputs to produce net
output or value added. A CES form is specified for these latter
production functions in currently implemented versions of
ORANTI. Cost minimizing producers will then operate on

primary-input demand functions of the form (in percentage changes)
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L., = z, - GP(W. -
ij SIS R S
where fij is the demand for the i th primary input by the et
L . .th C .
industry, Zj is the output of the j industry, wp is the price

of the kth primary input, Skj is the share of the kth input in

total primary costs of industry i, 0? is the elasticity of substitu-

tion between primary inputs in the jth industry, and L is the number

of primary factors.

The s can easily be computed from input-output data.

kj
For example, in Table 3.1, where primary inputs are represcnted by rows
11 and 12, the share of labour in the total primary costs of industry 2

is 319.8/(319.8 + 344.4) = 0.48. Obtaining empirical estimates of the

elasticity of substitution parameters (0?) is notoriously difficult.

The values used in the current version of ORANI were selected on the basis

(3.40°

of a thorough survey of the available econometric evidence by Caddy (1976).

Demand functions of the form of (3.40) were derived in ORANI
for three categories of primary inputs : labour, fixed capital and
agricultural land. Labour is not, however, homogeneous in ORANT. Nine
occupational categories are distinguished and provision is made in the
ORANI theory for substitution between labour categories in responsc to
changes in relative wage rates. 1 Becausc rTeliable estimates of the

required 1abour-labour substitution parameters were not available, most

1. CRESH or CES aggregation functions for labour are specified. tor
the purposes of equation (3.40) the required aggregate price of
1abour is o share weighted average of the occupation-specific
wage rates.



ORANI experiments have been conducted under the assumption of fixed
wage relativities, thus effectively bypassing the model's labour

force substitution provisions.

To summarize, the ORANT input-demand functions reflect a
technological specification which allows substitution betwcen imports
and domestic supplies of the same type of produced inputs but not
between alternative categories of produced input; which allows substitu-
tion between labour, capital and agricultural land but not betwcen primary
inputs and produced inputs; and which, finally, allows substitution
between occupations in the formation of an industry's aggregate input of

labour.

(vii) Industry-outputs : the agricultural sector

As was the case for both the input-output and the stylized
Johansen models which were discussed earlier, there is in ORANI a one-to-
one correspondence between industries and commoditics for most sectors.
That is, most industries produce only one commodity, and most commoditics
are produced in only one industry. It was, however, necessary to abandon
that convention for the modeiling of agriculture. Multi-product enter-
prises are basic to Australian agriculture and their major inputs are
better regarded as general rather than product specific. Under the
characterization of agriculture adopted in ORANI, agricultural commodities
can be produced by a number of agricultural industries. The typical
agricultural industry combines inputs (l1and, labour, capital, fertilizers,

etc.) to produce a bundle of agricultural commodities. The amount of in-

puts used defines a generalized capacity to produce L' put the commodity

1. ‘That is, it defines the position of the industry's production
possibility curve.
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composition of production can be varied without changes to the input
bundle. Within these agricultural industries prodncérs select their
output mixes so as to maximize revenue subject to empirically specified
production-possibility :Erontiers.1 This yilclds commodity supply
equations of the following form (in percentage changes)
O L e . -Lpl S (5.41)
T

X, . . P
1] ] 1] 1

where xiq) is the percentage change in the production of

commodity i by industry j , Zj is an index of the level of
activity in industry j , Ps is the producers' price of commodity 1 ,

* . . =
the Srj are a weighting scheme for aggregating commodity prices 1nto an
industry average price for industry j , and ¢ij is a (positive)

parameter reflecting the ease with which commodity 1 can be substituted

for other commodities in the product mix of industry j

Under the supply system (3.41), if the price of an agricult-
ural commodity , 1 , which is part of the production bundle of
industry j , increases relative to a weighted average of the prices of
all commodities produced in that industry'z then industry j will
increase the share of commodity i in its production bundle. For
example, wool and wheat are the main commodities produced by the Wheat-
Sheep Zone (industry 2 in ORANI).  An increase in wool prices relative
to wheat prices will cause wheat-sheep-zone farmers in the model to

produce more wool and less wheat at any given overall level of output

(Zi)‘

1. A CRETH specification was chosen and a major econometric cffort was
mounted to estimate the required product-transformation paramecters.
See Vincent, Dixon and Powell (1980).

2. The percentage change in this average price is given by the sccond
term in bhrackets on the RHS of equation (3.41).
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(viii) Price accounting

In the stylized Johansen mode] only a single price was
distinguished for each commodi ty, It is clear however, even from
the brief description given here, that in some parts of the ORANE
theory, input and finai demand equations for example, it is the prices
paid by users (i.e., purchasers' Prices) which are relevant whilst for
other parts of the theory, producers' output decisions ip particular, jt
is prices received by the producers (i.e., basic value prices) that should

enter the behavioura] equations,

The producer- ang user-price of gz commodity are not generally
identical, The price paid by the user typically includes a margin over

the pProducer-price which covers the costs of trade and transport services

subsidy receivable on the transaction, Moreover, the size of the margin
Oon a given commodity will often Vary across users, Sales taxes and
retail mark-ups, for example, are often incurred on sales to final con-

sumption but not op intermediate sales of the same commodity,

¢

ORANI contains a detailed price—accounting System which
models explicitly the structure of purchasers' prices. The structure
allows the Prices paid for the same commodity to differ between users.

Schematically, the model contains accounting equations of the following

N BY m T
p. . = Piq SiSj + 2 P S...+t, .8 s (3.42)



where Pi\'j is the percentage chanpe in the price of commodity 1 from
source s , to user o, I is the percentage change in the basic-value

IS

price of good 1 from source s, p is the percentage change in the

m
price of margins service m, tisi is the percentage change in the
commodi ty tax per unit sale of good 1 from source s  to user i,
BV m T . i et
and S, . , S. . and S, . are, 1n turn, the shares of the basic value,
isj isj isj
the cost of the mth mark-up service and commodity taxes in the price
. R . .1 X
of good 1 , from source S to user J . Data for the construction
- . . . . 2
of the necessary price shaves were obtained from the margins matricoes

and commodity tax matrices compiled as part of the preparation of the

input-output tables.

Note that, in equation (3.42), neither the basic value
price (pis) nor the price of margins services (pm) differ across
Users. The shares (the S's) do however carry a j subscript
reflecting the possibility that the amount of margins {or taxes) requircd
for delivery of commodity 1 to its users may differ among uscrs. In

addition commodity tax rates also arc user specific.

Apart from the explicit modelling of the relationship between
producers' and purchasers’ prices, price formation in ORANI is strictly
analagous to price determination in the stylized Johansen model. 3 Zero-
pure-profits constraints are imposed on domestic producers. Since

producers are assumed to be price takers and since ORANI's production

functions exhibit constant returns to scale, neither revenue nor costs per

1. Basic value prices of imports are defined as their landed, duty-paid
prices and purchasers' prices of exports as their f.o.b. prices at
port of exit. '

, . . .th : th . .

2. - The typical 1] cell of the m ' marcins matrix shows. the value
of the mth marcins scrvice associated with the transfer {shown in
the main input-outnut table) of commodity i to user j .

3. Soe subsection 3.2{a)(iiil).
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unit output depend on the scale of output. Just as in the case of the
stylized model, basic value output prices depend only on the prices of
inputs to production, including the rental prices on the industries:
capital. In the case of produced inputs it is the purchasers' prices

to producers which are relevant.

Before leaving the pricing structurc of ORANI it should be
noted that capital formation, importing and exporting are activities
represented in ORANI which are ignored in the stylized model. Zero-
purce-profits conditions are also imposcd on these activitics. ~ The
cost of a unit of capital to industry j can then be defined as depending
only on the prices of inputs to capital formation in that industry; theo
at port, duty paid price of an import depends only on its forcign currency
price, the exchange rate and the tariff rate; and the f.o.b. cxport price
depends only on the foreign currency price, the exchange rate and tﬂc
export tax rate. Similarly equation (3.42) can be regarded as imposing o
zero-pure-profits constraint on the distribution of commodities from
producers (or entry ports) to users (or ckit ports). The distribution

activity is the final activity modelled in ORANE.

(ix) Market clearing equations

Market clearing equations in ORANI have exactly the same
form as those of the stylized model but ORANI's market clearing structure
must reflect the gréater level of detail of the full model. Separate
market clearing equations are included for imports and domestic commodi-
ties, Although commodities ffom both sources are classified in the
same commodity classification, ihports of a given category are distinct
from domestic supplics because they arc not assumed to bé perfect substit-

utes, The RIS of the wmavket clearing equation for cach source-
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specific good must account for demands for that good as an input to
domestic production, as an input to capital formation, as a margins
service, as an input to houschold and government consumption, and as

an export.

Turning from commodities to primary factors, ORANI's market
clearing equations reflect the non-homogeneity of labour in the model
by identifying a separate equation for cach occupation category. Labour
suppiies of different occupations are not perfect substitutes and cannot
therefore be added in a single market clearing equation. Both capital
and agricultural land are modelled as industry-specific, hence scparate
market clearing cquations are included for cach industry for those input

categories.

(x) Supplementary facilities

The previous parts of this section have described the main
features of the ORANI theoretical structure within a framework analogous
to the structure of the stylized model described earlier. This final
part notes two additional facilities available in ORANI, namely a
mechanism for making exogenous technological or taste changes, and the
inclusion of a number of supélementary equations which are useful in

manipulation of the model and in presentation of results.

The technologies of current production, capital formation and
commodity distribution, and consumers' tastes are exogenous in ther ORANI
theory. The model does include however a facility for making technologi-
cal changes in any of these processes which can be either neutral or biased
in favour of some particular input. Similarly exogenous taste changes can
be implemented. Using this facility it would be possible to use ORANT to

investigate the effects on the economy of shocks such as a general improve-
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ment in labour productivity, a shift from usage of metals to plastics
in industrial processes, a reduction in freight costs (via container-

jzation, say) or a shift of consumers tastes in favour of imports.

La

Finally, the list of structural equations of the ORANT
system contains a number of supplementary equations, basically of two
kinds. Firstly, therc arc definitional equations which define useful
aggregate variables in the model such as price indices, aggregatc empioy-
ment and the gross national product. These are especially useful in
reporting the results of simulations performed with the model (sce sub-
section 4.2). Sccondly, therc are a scries of indexing cquations whivh
allow users to force various prices, tax rates, etc., to mMOVe with general
price indexes in simulations. The most useful of these is a wage indexa-
tion equation whiéh permits, inter alia, recal wage rates to he held

constant when domestic prices change (sec subscction 4.1).
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4. An ORANI Simulation : the Short-Run Lffccts of a 10 per cont fncrease
in Domestic Steel Prices

An inter-industry model like ORANI is essentially a practical
device. It combines insights, derived from cconomic theory, about ﬁnw
different sectors of the economy interact with large émounts of data
reflecting the operation of the interactions in the economy of interast.
The role of the formal model is to process all this information and to
present detailed implications of the theory and data which would not
necessarily become obvious using less formal methods. In the hands of
users with some experience in manipulating the model, quantitative analysis
of a wide range of issues reclevant to cconomic policy can be obtained. A
number of studics of this type from ORANI have been referred to carlicr in

this chapter and a 1list of publicly documented applications was given in

the introduction.

It is important to emphasize that,‘in order to use ORANI
results legitimately, the user must be in a position to understand what
features of the model's theoryvand data are responsible’for the results. At
the present stage of their development, if ever, cconomic ﬁodcls cannot claim
to reflect accurately all the forces which determine the response of the
economy to a given shock. The model should not, therefore, be uscd as a
"black box" and results from it should not simply be accepted as 'the answver"
to the problem posed. The results can, howecver, be of great value to the
policy analyst when understood as the implications of clearly defincd
mechanisms in the model. The user can then decide how much confidence to

have in the results on the basis of what is taken into account in the model

and can make allowance for any omitted factors which may be considered

important. In order to use the model in this way, thec user
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must first of all have at least a good general knowledge of the
structure of the model. In addition he must be familiar with the
special assumptions which have been made in setting up the model for
the particular simulation of interest. Finally the results must be
related in a fairly detailed way to the workings of the model. The
value of using the model lies as much in the insights which it can give
into the implications of interconnections in the cconomic systom as in

the mumerical values of individual results.

An outline of the structurc of ORANI was given in sub-
section 3.2. This section attempts to show how the model can be used
to elucidate a hypothetical economic-policy issue, In recent years
the prices of major commodities, and hence the rate of return to lactors
engaged in their production, have increasingly become abjects of govern-
ment survelillance, especially in the case vacommodities produced in very
concentrated industries. In the Australian context, the main vehicle
for such public price surveillance has been the Prices Justification
Tribunal., TFor the purpese of illustrating the application of ORANIL, the
moedol has been used to project the short-run effects on the structure of
industrial activity and employment, and on various cconomy-wide summary
variables, of a 10 per cent increase in the dameétic producer price of
ene major commodity, namely steel, Similar projections of the cconomy-
wide effects of price changes under consideration might be relevant

inputs to the deliberations of price-surveillance agencies.

The rest of the section is organized as follows.  Subsection
4.1 contains a detailed explanation of the special assumptions about the
ecenemie envirenment which were imposed on the model for the purposes of

simulating the effects of the steel-price increase. Users of the model
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have considerable scope for varying thesc assumptions in specifyins

. 1 . . .
experiments. The particular assumptions chosen here are contrasted
with some possibly useful alternatives. Numerical results from the

illustrative application are presented and discussed in subscction 1.2.

4.1 Assumptions underlying the simulation

In section 3 (p. 44) it was noted that the number of
equations in ORANI is less than the number of variables. A group of
variables cqual in number to the excess of the total number of variables
over the number of equations in the system, must therefore be set cxogen-
ously. The model can then be used to provide solution values for the
remaining (endogenous) variables. The selection of which variables are

3

to be exogenous is of far more than just computing significance. Thi
selection, together with the values assigned to the exogenous variables and
to various user-specified parameters, is determined by the assumptions
about the cconomic environment which are made for the simulation in hand.
A key advantage of the Johansen solution method is that the model can
casily be solved with different partitions of its variables into cxogenous
and endogenous sets. No fundamental changes to computing procedures nve

. . . . 2 .
required when the choice of exogenous variables is changed. The choice

can therefore be left to the user.

The key assumptions about the economic environment which wexe
made in simulating the effects of an increase in steel prices are as

follows

1. This choice was discussed for the case of the stylized Johanscn model
in subsection 3.2(a).

oo

Recall from pp. 43-45 that cach new partition just requires o unew

division of the matrix A in cquation (3.19) into the submatrices /A
and A2 {equations (3.20) and (3.21)). '
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{a) The capital and agricultural-land stocks available

for usc in production in cach industry arc {ixed.

(h) Production technolopy and connumers' prelerences

are fixed.

(c) Both the level of real aggregate domestic spending
and its broad composition (i.c., the shares accounted
for by houschold consumption, investment and govern-

ment expenditure) are fixed.

(d) No balance of trade constraint applies, i.e., the
model is free to determine the effect of the stecel-

price rise on the balance of trade.

(e) The supply of labour in each of the model's nine occupa-

tions is perfectly elastic at current wage rates.

() Money wages are fully indexed to the ORANI index of

consumer prices.

(g) The exchange rate is fixed.

The first assumption is the familiar short-run assumption
of neoclassical economics. The capital stock available for use in each
industry is fixed and the reﬂtal prices accruing to capital are
endogcnous.l In industries which increasc their output levels in the
simulation, there will be a rise in the demand for capital which will
increase its rental price. Similarly a fall in an industry's output
will be associated with a decrease in the rental rate on its capital. An

alternative configuration of the model would make rental prices of capital

exogenous and capital supply perfectly elastic at the given price. This

1. The steel industry itself is an exception in the simulation. Tor tvch-
nical reasons associated with the exogenous treatment of the price of
steel, capital usage in the industry is cndogenous and the rental rate
on its capital exogenous.



device would serve to simulate o Keynesian, excess v;;p:wily Ceonomy

in which industries' short-run supply curves are horizontal rather than
upward sloping as in the more ncoclassical environment. Note that the
short-run assumption does not preclude investment. In fact, in the
steel-price simulation, the level of aggregate real investment is fixed
cxogenously (via assumption (c)) but the industrial composition of invest-
ment and hence the pattern of demand for capital goods are allowed to
respond to changes in relative rates of return induced by the risc in
steel prices. L The short-run assumption just‘prcvents current invest-
ment from augmenting capital stocks available for use in the solution
period. The calendar-time period usually proposed for such short-run
solutions is of the order of 1 - 2 years. Assumption (b) imposcs
restrictions on technological .and taste changes which are consistent with
such a short-run focus.

Assumption (c) indicates that the simulation takes no
account of any effects which the change in domestic steel prices might
have on aggregate domestic spending in the short run. ORANI's theoretical
structure includes no mechanisms to describe short-run expenditurce determ-
ination. (There is, for example, ﬁo Keynesian-style consumption function}).
Instead, it is assumed that aggregate expenditure is independently con-
trolled, in the short run, by instruments of government policy (fiscal and
monetary policy for example) not modelled in ORANI. As explained in sub-
section 3.2(b) (iii), the model is, nevertheless, constrained by an implicit
national income identity equating gross domestic product to the s&m of

domestic absorption and the balance of trade {(sce cquation (3.37)).

1. Note, however, that investment is entircly exogenous for industric:
"17, 84 - 86, and 103 - 108 for reasons explained in subsection 3.2(b){v).
In addition, for technical reasons, the steel industry itself (63) wasx
included in the exogenous-investment group for this simulation.
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Aggregate output (i.e., GDP) is determined in the simulation maiunly

by supply side considerations such as fixed factor endowments
(assumption (a)), technology (assumption (b)) and wage lcvels
(assumption (f)). 1 With domestic expenditure cxogenous, it is clear
that the model must be allowed to determine a value for the balance of
trade, hence assumption (d). An obvious alternative is to reverse

the roles of domestic absorption and the balahce of trade in assumpticns
(c) and (d), that is, to impose a balance of trade constraint aml allow
aggregate domestic absorption to be fixed by the model. This alterna-
tive would be more appropriate for a long-run simulation.  The balance
of trade constraint should then impose the long-run requirement that the
country balance its overscas account allowing for likely net capital
inflow and the need to remit income to foreign oweners of domestic
resources.

Labour-market conditions in the chosen economic environment
arc determined by assumptions (e) and (f). Assumption (f) implies that
real wage rates are fixed in the experiment.  Alternative assumptions
about the degree to which wage rates arc linked to domestic prices can

, .
easily be implemented in ORANT . < One possibility which would often be
useful for policy simulations in the current Australian environment would
be to exclude the direct pri;e effects of the policy change from the
indexing formula. Given the chosen wage-indexation assumption (f),
assumption (e) implies that employment levels are purely demand determined.
The obvious alternative is to impose exogenous target employment levels,
which may or may not represent full employment, and to allow the model to
determine the change in real wage rates neccssary to ensure that the drmand

for labour is just sufficient to generate the target levels of employment.

1. Sece subsection 3.2(b)(111), especinlly footnote 2 on p. 64.

2. A user-specified parameter determines the level of indexation. Sce
subsection 3.2(b)ix).
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The finai assumption (assumption (g)) allows the
exchanpe rate to be usced as the numeraire in the simulation. Al
other prices arc then measured relative to the price of foreign
cxchange, and changes in domestic prices relative to (fixed) overscos
prices are reflected in the results as changes in domestic price indexes
rather than as changes in\rhc exchange rufu., It is Ltempting to
think that an alternative to assumption {g) would be to specify the
balance of trade exogenously and to allow the exchange rate to vary in
order to satisfy the balance of trade constraint. In fact, with wage
rates indoxed,z the balance of trade is not sensitive to changes in
the exchange rate.  The immediate impact of a one per cent devaluation
is to cause one per cent increases in the domestic currcncy prices of
imports and exports, but these will feed through into domestic costs vis
wage indexation eventually generating a one per cent increase in all
domestic prices which prevents the devaluation from allowing domestic

producers a competitive advantage in international trade.

The seven assumptions (a) - (g) are key assumptions which
must be kept in mind in interpreting .the results (in subscction 4.2) of
the steel-price simulation. To summarize, those results are to be inter-
preted as projections of the short-run effects of an increcase in domestic
steel prices in an economic environment in which real wages are fixed via

indexation of money wages to the domestic price level, in which there are

1. The ORANI theory has nothing to say about how a change in domestic
relative to world prices might actually be split between changes in
domestic prices and changes in the exchange rate.

>, Note that the indirvect tax elements of domestic costs (sales taxes,
payroll tax, ete.) arve also fully indexed to the domestic consumer
price index in the standard version of ORANT.
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no constraints on labour supply, in which agerepnte domestic spending
is held constant and in which the balance of trade is {ree to move
into deficit or surplus according to the impact of the steel-price

rise on the domestic demand for imports and the supply of exports.

4.2 Results

In any application of ORANT, results are computed, und can
be presented, for a very wide range of variables reflecting various
aspects of the economy represented in the model. For example, urder
the partition of variables into exogenous and endogenous sets which was
chosen for the current experiment (see subsection 4.1), results arec
readily available for all of the following : outputs, cmployment, rates
of return and investment for each of the model's 112 industries; outputs,
basic prices, exports, imports and houschold consumption levels for each
of the model's 114 commodity categories; land rentals in each of the
model’s 7 land-using agricultural industries; employment by 9 occupa-
tion groups; and various indicators of macrocconomic pcrformanco such as
price indexes, aggregate trade flows, the balance of trade an an index of
aggregate cmployment. In fact, for obvious reasons of space, this =ub-
section contains detailed reporting of just two tables of results : a
table which summarizes many of the main features of the simulation via
projections for employment by occupation and some macro indicators
(Table 4.1, and a table which shows the offects of the hypotheridal

steel-price vise on the structure of output by industry in the model

{Table 4.23.
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Before considering each table in detail, it is important to

recap on how, 1n general, results from ORANI experiments should be

. . . . 1 S
interpreted. With the exception of the balance of trade, all of the
results reported are percentage changes. They are projections, condi-

tional on the assumptions outlined in subsection 4.1, of the percventage

amounts by which the values of the endogenous -varinbles are like to

differ 1 - 2 years after the imposition of the steecl-price rise from the

values which they would then have taken in the absence of the price

a1
ot e
+

The model has thus been used as a device for comparative static annlysis
which attempts to isolate the effects of the stecl-price rise alons. The

results are not intended as forecasts of the values which the endogencus

O T
3 the model

variables might take at any particular calender time. To use
in a forecasting mode would require likely values to be assigned for all

of the exogenous variables at the forecast period.

(a) Macro and employment effects

Table 4.1 contains projections of the effects of the hypo-
thetical rise in steel prices on some macroeconomic indicators and
employment variables. First note that an important conscquence of the
rise in steel prices is to increase the level of domestic prices generally.
Increases are projected in the table for both the index of consimer prices
and the capital-goods price index. The direct weight of steel in thesc
price indexes is very small since domestic steel is used predominantly as
an intermediate input (87 per cent of total sales) rather than as an input

D 2 . . C .
to domestic final demand. The price indicators are increased, however,

1. Results for this variable are always presented as changes rather than
percentage changes. This is because the basc-period level for the
balance of trade could take the value zero.

o

Almost all of the vewmaining sales of domestic steel are acconntod for
by exports (more than 12 per cent of total sales). In this simulation
stecl cxports are exogenous and assumed constant. Domestic =teel predu-

¥

cers are thus assumed to subsidize exports in the sense that they o

attempt to extract from foreign customers the price increase which
assumed to be levied on the domestic market,
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both because producers of final goods attempt to pass on in

higher prices incrcased costs of steel embodied in their intermediate

. 1 . .
input structures and because wages arc assumed to be tied to the index
of consumer prices. (See assumption {(f) in subsection 4.1). The wage-
indexation effect raises the costs of all producers, whether or not they
are direct or indirect users of steel. The fact that the capital-goods
price index is projected to increase much more than the consumer-price
index reflects the relatively greater importance of steel as an input to
capital goods. For example, in the ORANI data base there are eleven

industries for which the share of domestic steel in total costs is 5 ner

e

7
cent or greater. Their outputs have a combined weight of 18 per cent

in the capital-goods price index but only 4 per cent in the consumer price
index.

The rise in domestéc costs generated by the steel-price rise
accounts for the contraction in aggregate employment which is projected in
Table 4.1. An industry in ORANI will reduce its output (and hence, in
the short run with fixed capital resources, its employment) when it exper-
iences a deterioration in its cost/price situation. Industries facing
foreign competition in their se]ling‘markets will suffer such a deteriora-
tion when domestic input costs rise. Recall from subsection 3.2{a)(ii}
that the major export industrkes are assumed to face world prices which are
not very responsive to changes in Australian export levels. Similarly,
although imports and domestic supplies of importables are not assumed

perfect substitutes in the model, import competitors can raise their prices

1. Direct and indirect effects of a rise in prices via industries' inter-
mediate input structures are what are accounted for in the input-output
price model (equation (3.14)). In that model cost increases are
assumed to be completely handed on.

[

They are industries 43, 65 - 70, 74 and 76 - 8. For industry descriptions,
see Table 4.2.
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Tuble 4.1 Projgctionswof the Shmrt«Rugmﬁffccfs of &
10 per cent Increase in the Price of Domestic
Steel on Macro and Employment Variables

(a)

Variable Projection

Aggregate employment(b] - 0.17

Employment by occupation (hours worked)

1. Professional white collar - 0.09
2. Skilled white collar - 0,12
3. Scmi- and unskilled white collar - 0.11
4. Skilled blue collar (metal and electrical) - 0.30
5. Skilled biue collar (building) - 0.07
6. Skilled blue collar (other) - 0.09
7. Semi- and unskilled blue collar - 0.20
8. Rural workers -~ 0.34
9. Armed services 0.0

Aggregate exports (foreign currency value) - 0.25
Aggregate imports {foreign currency value) + 0.41
Balénce of trade - 26.0

Index of consumer prices + 0,28
Index of capital goods price% + 0,77

(a) All projections are percentage changes with the exception
of the balance of trade which has mnits "millions of
1968-69 Australian dollars."

(b} The index of aggregate employment is computed as a weighted

average of the occupation-employment results using as

weights the shares of the occupations in total persons
employed,
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only at the expensc of some losses of market share to importers.
Non-traded commodities, on the other hand, face no similar constraints

in handing on increased costs in the form of higher selling prices.

The impact of the cost-price squeeze on the trading
sectors is evident in Table 4.1 both in the aggregate trade projcctions
and in the results for employment by occupation. Aggregate exports
fall reflecting exporters' responses to the reduced profitability of
selling to world markets at (approximately) fixed prices when domestic
costs rise. Aggregate imports rise as imports gain market share at the
expense of domestic producers of import-competing commoditics who attompt
to pass on their incrcased production costs.  The net result of thesc

changes in trade flows is to push the balance of trade towards deficit

to the extent of $26m.. The disaggregated employment results tell =
similar story. Imployment falls are most heavy in occupations 4, 7

and 8. The last of these is employed predominantly in the agriculturai

export industries and the other two are relatively intensively used by

the metal-using, import-competing sector. By contrast occupations !
and 5 fare comparatively well. These arc used intensively in the nopn-

trading, service and construction scctors.

Internal consistency of the aggregate ecmployment and
aggregate trade results can be checked by rough arithmetic computation
of both sides of the national accounting identity (cf. the discussion of
assumptions (c) and (d) in subsection 4.1}, From the income side the
percentage change in real GDP can be computed as the weighted sum of

percentage changes in primary factor inputs, i.e.,

gdp = SLE + Sko+ Sn 4
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where £, k and n arc percentage changes in the cmployment of

labour, capital and land, and SL 5 SK and S,, are the shares of

N
the primary factors in GDP. For the short-run experiment it is
assumed that k and n  are both cqual to zero. Then since

B}

S.oo= 0lo (1.1) dwmplies, for the value of 0 gpiven in Table 1.1

. ’
(i.e., - 0.17) that the percentage change in the GHP 1s about 0.10.

From the expenditure side the percentage change in GDP is computed as
gdp = SAa + SEC + SMm s 1.9

where a, e and m are the percentage changes in aggregate real

absorption, exports and imports , and SA , SF and SW are tho
v ¥

shares of the expenditure categories in GDP'. Given the assumption of

il

fixed absorption (a = 0), the values of the aggregate trade flows from

i

Table 4,1 (i.e., e = - 0.25 and m = 0.41) and the weights

§ = 0,137 and § = - 0.150 from tho ORANT data base, Yoy yields
a value for the percentage change in the GDP of about 0.096. The check

is thus satisfactory.

The general implication of Table 4.1 is that, for an inter-
nationally tfading natien like Australia, there arc always short-run
gains, in terms of employment and the balance of trade, from holding down
the prices of Important items in the domestic cost structure. This is
especially so when cost increases arising in any one scctor are rapidly

spread via wage indexation., Tho most important contemporary context for

this idea is that of the appropriate pricing policy for domestically

i, Note that the data base shows a slight deficiv on the balance of
trade.
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. 1 - . .
produced crude oil. The problem with the short-run analysis 1s
that it completely omits the long term, resource-al locative consoe-
quences, usually taken to be adverse, of interfering with the price

mechanism .

() Industry-output projections

Table 4.2 contains projections of the percentage cffects
of the 10 per cent increase in steel prices on the output level of each
of ORANI's 112 industries. The projections appear in ranked order with
the industry whose output is projected to decline most severely (industry
63, Basic Iron and Steel) ranked Y1 and the industry which is
projected to suffer least from the price rise (industry 106, Health)
ranked "112". Each industry is assigned to one or more of four trade
classifications : import-competing (IC), export (L}, export related (BR)
and non-trading (NT). Industries assigned to the IC category face
significant import shares in tﬁeir selling markets and/or large elastici-
ties of substitution between their outputs and imports of the same
commodity category. 2 Industries designated [ are thosc for which
exports arc cndogenous in the simuiations. The ER industries do not
export dircctly but scll large shares of their outputs to the exporters;
Industry 4 (Northern Beef) is a good example. It sells most of its
output to the exporter 18 (Meat Products). Industries are classified

as NT if they have not been assigned to any other group, i.e., when

their links with international trade are very weak.

1. Sece Vincent, Dixon, Parmenter and Sams (1979) and Higgs (1980).

2. These two factors determine the strength of the import substitution
effects in the ORANI demand equations (see subsection 3.2(b}(ii}}.



93

»

*c pEnuULIUOD

IN $LO" - L1ro1aI091d bg 09 o} G- s3onpoagd Iaqqny 08 0s
01 5L0°- syoog pue szadedsmany Ly 65 IN  8.1°- “Axyserod 01 62
IN 9L0° - a1pySg Teey ‘Ilusmissauyl 10T 8§ Rk €81~ 1rodsueay Aemirey  v6 8z
01 6L0°~ BuIprIng 33eIdiTy 1/ LS LN S81°~ seystuxep ‘siuted 1§ L2
01 6L07- "O"@'U STBIDUTK DI[IBION-UON 9T 95 3 681 - sjonpoxd 3eo Q1 9z
01 Z80° - Furiutag [eroroumo] 8y 55 91 L61° - Xeld pue YII§ ‘uolloy ¢ 4
LN £80°~ opeL], 9TESATOUM 63 s 01 S07° - jusudmby otucaivery ¢4 74
01 €80~ syedTINAdRUABYY 7§ €5 q 807"~ suoz IYejurey YSTH ¢ £z
LN pRO ‘- sosuadxg sssutsng 1T 2§ o1 ziz: - juswudnbg Suritay ‘sudts 7§ zz
01 160" - sjonpoig A1) 8§ s RE| 0zZ"' - SOATICWOICT (L 12
o1 §60°- ~ S1BJ puUB SITQ ‘ouraEdIeW 12 0§ o1 Lze - AToutyoRy 1BOIXID9TH  SL 0z
D1 560"~ s3onpold Ieylvel 6L 6% q 8zz" - saiqrg pexedaig  0f 61
o1 660"~ Sutanidoeynuey I92YyiQ  £8 8y o1 sz - uie) ‘sorqri open-uel  I¢ 81
q 901"~ suoz IeBIOISEBY LY o1 sz - *5°8°u SIONpoIg TedTWSY)  §§ LY
3 801"~ auoy deoyg/ieoum 2 9y piksi Spz- jrodxg Sutwred I8YlQ 9 91
01 801" - pieoqexqiy Sy Sy 01 97"~ [B18H BINIONIIS  §9 ST
01 601"~ IBOM1004  6€ Py | WAL 29T~ Surpring jeog § diys 69 ¥1
01 A sjonpold [1TWMES  QF Sy o1 LT~ sTedwwey) [eriysnpul 0§ $1
HI01 pTIc- jxodsuex) xeleMm  §6 Zv q A syeloumy JDITTRION X8ylg €T Z1
44 Sz1°- jaodsumil pROY  $6 4% i §¢¢ - . Surysty 11 It
o1 sz1°- 510npoxd [eISN 3I9YS 99 of | 9401 ove- jusudinby uvorioniysuoc) [/ 111
DI 9¢T" - sioeusp ‘poomdid Iy 68 o1 £og - Aroutyoey XoyiQ 8/ 6
01 oy1 - sionpold d1iseld 18 8¢ 01 Ley - seouetrddy pyoyssnoy  yL 8
¥3 Y1~ 2an3NdTIBY 03} SAVTALDS 6 LS | ¥aDI gIST- Lroutryory (RAn3notidy 9/ L
k| gpI" - SIASTTI3A9] [BdTWAY)  6b 9¢ 3 615"~ "3T9'u $10MpoXd pood &z 9
21 gyl - Sse1y LS 5¢ 9 165~ STe1o| OISeg ISYlQ  $9 g
01 e8I~ 279U S10NpPoId OTTIXDL  9¢ v q cTL" - 180D ¢l 12
01 651"~ sessaxllel ‘eanjruang ¢t g¢ o1 62L° - *Dt8Tu sIONpoid (RIS L9 €
01 z91° - zadeq ‘ding  py z¢ a1 1§27~ sixed ‘SOTOTIYSA I0IOW 89 z
g 891" - FJoog WISYIION ¢ 1€ 01 6L 18918 § uox] dISeg €9 I
1 Ax08 (3uso xed) « I A108 (ued xod)
5789 uoT3 uotTydTIasaq apo) ‘ -a1e9 uoT3 uotidraaseqg N
epex], -d8loxg AYLSNANI INVIO ued spell -defoxd AULSNANT INVHO Kt
(o8upyo 3ndino Jo IOPIO S9SIDAUT UT PIYUBL SITIISOPUT) 1993g JT1ISBUMOG JO OITLEY

19onpoxd 9yl ur o9seaXdul 3ued xod O B JO ST4A9T IndinQ-AL3Snpul uo SIIVFFT UNY-IIOYS :

2y 9TqBL



‘Burpray-uou = Iy

54

pojelor-1aodve = yj
1xo0dxo = q
guryeduod-jaodut = 93 .
aIB Pasn SUOTIIBIABIQQY T
IN c10° Yiiea}l 901 FAR!
LN 8G0° "oretu Burpying 88 111
LN 900" SBDTALSG TRUDSIV( i1t 011 LN 6807~ STRTIPIO) “S)ULIQ 230S 9z S8
LN 100° STOI0H ‘siuInelsdy 011 601 d eP0T - uoxy Al v8
LN 100° 912I0U0) POXTN-Apray 09 801 IN Pyo- - ELR) g8 8
LN 000~ 032B(O0], 62 L0T LN Sya°- gduBINSUT I31Q 00t Z8
LN 000°0 JurprIng TeTIUSPISHY L 901 DI 9%0° - jrodsuer) Ity 96 18
IN 0000 2OUDF o S0t S01 IN LP0O" - SutuTty 01 sedtAleg /1 08
IN 000" 0 sdutyreomg 3o dryszeump <07 Y01 IN 8p0° - luaua) 69 64
IN 000"~ seTaexql] ‘uotiesnpy /0T <01 01 [ s3onpoxg poopy § ALxsutop v 8L
LN 100"~ soxe) ‘pealg ¢z o1 IN 1607~ UOTIED TUNUWO) L6 LL
IN ¢o0" - UOGTIBLISTUTIUPY 21Tqnd o1 101 LN psoT- Ireday 912TYaA IOI0H 16 9L
31 v00 " - A1197T0] ‘SOTI0WS0) as 001 IN cG0 - Juryaditon jxodwy Sutwiey I8y £ L
LN 500"~ S3o0poLd ATTH 61 66 D1 960"~ *0r9ru sjonpoxq xodey 9% IZA
IN 900"~ ITelW § Io8g Lz 86 bk 650~ . £x31nog 8 A
LN 110"~ 9pEL] TTeldy 06 L6 oI 650"~ TOTRTU SHUTI(F OTTOYOdIY g7 ZL
IN S10°~ $10Npoxd 8319xd2U0) 19 96 LN 90" - SIoNpoad 9rqeledep § 1Inxy Qg 1L
LN 910"~ SIVTALRG DABFTIOM 80T 56 IN 990"~ 110 epna) S1 0L
IN 910"~ 9duUBINSUY ST § aduruLy 66 V6 a1 990"~ sionpoxg 1ol § 110 939 69
I c70"- syjuaBaalsg § deog ¢4 6 LN £90° ~ sateday 1aylQ 76 99
J1 ech - STTTW Juriatuy LE 26 o1 L9907 - SBUTIBAO0) I00T4 911X 9e L9
01 20 - L1ouotrivagyuo) ve 16 IN L90° - SV TALSG SssuTsSng . IsYylQ 201 99
o1 9¢0" - Jutyzorn 8¢ 06 01 890"~ . BUTYSTUT] @TTIX9Y 143 59
01 L20"~ jusuiutelaeiuyg 601 68 D1 690" jusudinby S1F1IUSTOG ZL 79
IN 620" - odeIomag ‘ao3ey 98 88 01 T.0°- S350podg TeddUT OTTTRION-UON = 79 9
IN PeO - SIONPOXJ [B8IB) § anold ZZ L8 LN cLO" - guryueg 86 9
oI 8¢0" - SWIB) PalsiopM § TOooM ¢e 98 4 ¢LO" - 9131l NTIW ) s
thom (aued xad) uot1d1adsag apon) 14108 (3ued xad) uotydransaq opoy
-3318) uoTl . i yuey ~-31e7 UoTy . quwy
opEaL 5501y XULSNANT INVYUO opeal  -3afog RILSNANI INVHO

et pomuaguoo gty o1qug



95

The general structure of the ranked table can be
anticipated from the description of the macro and cmployment resod s
siven in the previous subscction. Internationally trading industrics
appear high in the ranking especially if stcel is important, dircctly or
indirectly, in their intermediate input structures. Since aggregate
domestic spending is held constant, industries which serve domestic finnl
demand and do not face significant import competition take low piaces in
the ranking. The purpose of this subsection is to expand on the implica-
tions of these general factors for the industrial structure defined at iho
ORANT level of disaggregation and to demonstrate some of the feutures of

the model's structure and data base which account for the rclative posi-

tions of individual industries within these gencral categories.

The steel industry itself (industry 63) is projected to
experience the greatest decline in output following the hypothetical rise
in its selling prices. With the steel prices set exogenously, the change
in steel output reflects the response of domestic stecl users to the higher
price. The market-clearing constraint for domestic steel implies that the
sum of changes in intermediate demand for steel and exports of steel,
each weighted by their shares in total‘steel sales, must be equal to the
percentage change in the output of steel. Exports arc assumed to be con-
stant so that the projected decline in steel output {Table 4.2) is consist-
ent with a decrease in intermediate usage of domestic steel of approximately
0.9 per cent. 2 The ORANT theory (see subsections 3.2(b)(ii) and
3.2(b) (vi)) implies that intermediate input demand functions for doméstjc

commodities take the form

1. Recall that the intermediate and export markets account for virtually
all the sales of domestic steel (see p. 87, including footnote 2).

2. 'The share of intermediate usage in total sales of stecl is 0.37.
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xanj = 4 "% SaniPani T Pang - @

That is, the percentage change (X(il)j) ! in fhe demand for domestic-
ally produced good i Dy industry j depends on the percentage change in
the output of the using industry (zj) and , since substitution

between imports and domestic supplies is allowed, on the percentage change
in the purchasers' price of domestic supplies relative to imports

(p(ii)j - p(iZ}j) . The parameters o5 and S(iZ)j in equation (4.3)
are respectively the elasticity of substitution for user j between the
two sources of input 1 and the share of imports in j's total usage of
i, A rough explanation of the result for steel can be given by computing
numerical values forthe terms in (4.3) using values for the parameters from
the ORANI data base. Approximate average values for all intermediate
users for the percentage changeé in purchasers' prices are p(il)j = 9.03
and p(iZ)j = 0.03. 2 From the data base, o, = 0.5 for all j 3 and
the average value (over j) of S(iZ)j is 0.11. Hence, the second term
on the RHS, i.e., the substitution term, of (4.4) is approximately equal to
0.50. This leaves a decline of 0.4 per cent in total intermediate usage

of steel to be accounted for by the activity-level term (zj) . More than

50 per cent of the total intermediate usage of steel 1is accounted for by

1. The subscript (il) is used to indicate domestic good i , and (i2)
to indicate imports of good 1 .

2. These are computed as weighted sums of the percentage changes in basic
value prices and margins costs. The percentage changes in the basic
value prices of domestic and imported steel are 10 and 0 respectively
and the cost of margins is assumed, for the purposes of the explanatory
calculation, to move in line with the domestic consumer price Index
(i.e., 0.28 per cent, see Table 4.1). The share of basic value in
purchasers' prices is 0.9 for both imports and domestic supplies. (Cf.
subsection 3.2(b)(viii) especially equation (3.42)).

3. This relatively low value for the elasticity of substitution is used in
ORANI to reflect the fact that imports of steel are typically of differ-
ent product lines than domestic output.
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sales to industries experiencing output declines inexcess of 0.4 per cent
-+ (i.e., by industries ranked 1 - 8§ in Table 4.2). = A weighted average
value of 0.4 for the Zi in equation (4.3) for the case of steel usage

is thus quitce plausible.

Examination of the results for the remaining 11 of the 12
main losers in the steel-price simulation provides a good illustration of
the importance of accounting for factors beyond input-output linkages to
the steel industry. Of those industries ranked 2 - 12 in Table 4.2,
for only 6 (i.e., industrics 68, 67, 76, 74, 78 and 77) is the dircct impact
of increasced steel costs an important factor. All 6 of thesc are iaport-
competing industries with shares of steel in total costs 5 per cent or
greater. Even within this group, factors other than the weight of steel
in total costs can predominate in explaining relative output performance.
For example, the Motor Vehicle industry (68) ranks higher (2nd) than the
Metal Products industry (67) (which is ranked 3rd), despite the fact that
stecl accounts for only 5 per cent of the costs of motor vehicles but 17
per cent of those of metal products. = The reason is that the Motor
Vehicles industry faces much stiffer import competition, according to the
ORANT data base, than does the Metal Products industry. The share of
imports in the market facing both industries is about 20 per cent but the
estimated elasticity of substitution between imports and domestic output

is 5 for the case of motor vehicles but only 2 for metal products.

The remaining 5 of the 12 highest ranked industries in
Table 4.2 (i.e., 14, 64, 25, 11 and 13) are all export industricsl' without

strong intermediate-cost linkages to steel. The main impact of the

1. That is, their cxport levels are determined exogenously in the simuln-
tfion (see subsection 3.2(b)(ii)).
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steel-price risc on their costs is via labour costs and wage-indexation,

As export industries facing elastic foreign demand curves they are,
however, especially vulnerable to cost pressures. The adverse impact of
general cost pressures on the export scctor is a further Factor (additional
to the incidence of import competition) in the explanation of the high
positions of the Agricultural Machinery (76) and Construction Equipment
(77) industries in the table. These industries have important linkages
to exports as suppliers of inputs to capital formation in the agricul tural
and mining expdrt sectors. One effect of the steel-price rise is to cause
a reallocation of the economy's investment budget away from the trading
sectors. The demand for capital goods produced by these two industries

declines accordingly.

,LQQk;gg beyond the first twelve industries in Table 4.2,
several other features of ORANI can be shown to be influential in determin-
ing the relative responses of industries, within the broad trade classifica-
tions, to the hypothetical steel-price rise. The first is capital and land
intensity. In short-run ORANI simulations, industries employing high
ratios of these.fixed factors in total primary costs have little scope to
respond to a cost-price squeeze by reducing output and factor inputs.

The return to fixed factors will fall but in the short run they are committed

to the industry. The cxport industries exhibit the influence of this most

1. In fact, the CES, primary-input production functions in ORANI imply that
the short-run elasticity of output with respect to value added price in
industry j is given p

o Lj

- _J
e = -

J Lj

W »n

P N .. . . .
where Oj is the pairwise elasticity of substitution between primary
factors in industry j , and SLj is the share of labour in

industry j's total primary costs.
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clearly. The Tron industry (12) is the most fixed-factor intensive

. . [ . .
ot these but the agricultural CxXporters in the Pastoral Zone (1), the
Wheat -sheep Zone (2}, and the High Rainfall Zone (3), because of the

resence of land in their input structures, have, on averace higher shares
3 [T | o

of fixed factors thaii the non-rural exporters. Correspondingly, these

2
four industries rank, in turn, 84th, 47th, 46th and 23rd = . much lower
than the remaining exporters, A further factor which helps to explain

the comparatively good performance of the three agricultural zoncs
(industries 1 - 3) is the importance of wool in their exports, Because

of Australia's large share in world wool supplies, the elasticity of demand
for wool exports is assumed to be significantly lower than for all other
export commodities. The foreign demand elasticity facing exporters of

prepared wool fibres (industry 30) is also low relative to other non-wool

exporters.

Within the import-competing sector it is evident that usage of
traded inputs, whose costs are held down relative to tho general level of dom-
cstic costs by international competitive pressures, tends to cushion some
industries from the indirect effects of the stecl-price risc. Thus
industries high in the textiles chain such as Clothing (38) and Knitting
Mills (37) which use other textile inputs, appear lower in the ranking of
Table 4.2 than do their suppliers, Cotton, Silk and Flax (32) and Man-made

Fibres and Yarn (31) for example.

Finally, the non-trading industries fall roughly into two
groups, those which produce mainly intermediate goods or services and those

which supply domestic final demand directly. On average the former are
S— .M.._Mn " et e
1. Thesc are the three multi-product agricultural industries in ORANT for
which transformation frontier parameters have been estimated (sce sub-
section (3.2)(b)(vii). Large shares of their outputs are accountod
for by the export commodities, wool and grains,

R

Note that, within agriculture, industry 3 is more labour intensive
than either 1.or 2.
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ranked higher in Tahle 4.2. Examples are Business Expenses (112),
Wholesale Trade (89), Investment and Real Estate (101) and Other

Business Services (107). As would be expected, since these industries
supply inputs to most domestic producers their own output changes tend
towards the average output change for the economy, i.e., about - 0.1 per
cent. The average change in domestic final demand on the other hand is
zero because the domestic spending aggregates are fixed exogenounsly in

the simulgtion. Non-trading industries which supply only or predominantly
government final demand, the structure as well as the aggregate level of
which is exogenous, experience almost no change in output. The main
examples are Defence (105), Education and Libraries {107) and Public
Administration (104). Non-trading, investment-goods suppliers (88, 60
and 61 for example) show minor output changes in response to the realloca-
tion of the economy's fixed aggrégate investment budget between industires
with differeﬁt capital structures. The variation in the performance of
the non-trading suppliers of domestic household consumption is explained by
minor reallocations of the coﬁsumers’ budget in response to changes in
relative prices induced as a consequence' of fhe cost effects of the steel-

price increase.
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5. Concluding Remarks

The main purposes of this chapter have been to show
the importance of accounting for inter-industry linkages in policy-
oriented economic analysis and to illustrate how the implications of
the linkages can be traced out via formal economic models. Examples
“were discussed in general terms of the usefulness of inter-industry
methods in the analysis both of changes in industry policy (e.g., tariff
changes) and also of the effects on the economy of exogenous develop-
ments in a single sector (e.g., a mining boom). As well as these
general examples a specific case study was presented (section 4) in
which the short-run effects of a rise in steel prices was analyscd using

the multisectoral ORANI model.

The case study in section 4 served to emphasize the role
of indirect effects in determining the impact on the economy of the steel-
price rise but its primary function was as an illustration of how the
ORANI model can be used. As a tool for policy analysis, a Johansen-
style model such as ORANI has a number of advantages. The model is a
general purpose model which employs a linear solution procedure allowing
modifications or extensions to be made easily when these are required to
adapt the model to new problems. The structure of the model is quite
simple : in fact many of its main features were adequately illustrated
using a very simple "stylized" version (Section 3.2(a)). The value of
structural simplicity is that results remain easily interpretable in terms
of the economics underlying the system, even in a model which is very large
and detailed with respect to the number of sectors distinguished, the amount

of data incorporated , etc.. The result-interpretation stage is cssential
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in nsing the model for two reasons, Firstly, 1t provides a

constant check on the implementation and computing procedures

employed with the model. With large systems the sﬁopc for probloms
arising in these procedures is very great. Secondly, interpretation
highlights the insights into the working of the economy which the
model suggests rather than the precisc numerical values of the
results. It is important to be able to understand which of the many
mechanisms built into the model are dominant 1in producing any giycn
resuit. Simplifications in the model's thecoretical structure and
data limitations will always mean that exact numerical values of
results should be approached with some caution. If the user under-
stands how features of the model have contributed to the results, doubts

about the cxact numbers can often be resolved by sensitivity analysis.
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Appendix A: Derivation and Linearization of the Stylized Johansen Model

1. Consumers' demagﬂ

The consumers' utility-maximization problem is

Choose ;
XIO and XZO to maximize
o o3 -
10 20
U X10 XZO s (ALY
subject to
= AN
Py Xpg * Py Xy T (A2)
where
0 < aiO < 1
and
2
z o, = 1
i=1 10

Form the Lagrangean

“10 %20

L o= X, %00 + A(Y - Pl Xp = Py X0 (A3)
where A is a Lagrangean multiplier (interpretable as the marginal
utility of income).
The first order conditions, for maximization of L are
(o, .-1) «
aL 10 20
oh o - = A4
X 10 X10 %20 APy o (A1)
10
o (e, ~1) .
oL 10 20 _ - A
I T %0 Xp Xy - APy = 0, (435)
20
and
3L
= Y- P X, -P, Xo = 0 . (A6)
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Eliminate A by dividing (A4} by (A5) to give

2
_.1,9, _‘:Qn = __L . (A7)

Solve (A7} for X substitute into (A&} and solve for XIO

20 7

il

Noting that a,, + o, 1 , this yields

10 20

XlO = alG Y/Pl R (A8}

and a similar procedure gives
Xs0 = %0 /Py (49)
Equations (A8) and (A9) are equivalent to equation (3.24) in the

text.

Input demands

The producers cost-minimization problem is

Choose
X.. to mininize
1]
3
C. = P, X.. , (A1D}
] i=1  +
subject to
4 ai‘
X. = A, &0 X.04 (A1)
j Joyoy 1 |
where
0 < Aj s
0 < o, < 1,
1]
and 4
2 a . = 1
i=1p *J



Form the Lagrangean

L. =

where Aj

of output).

4

i=1

APy Xy

+ A (X, - A.
J ] J
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4
I

1

1

aij
kij )

¥

The first order conditions for minimization of Lj

3L

[=$]
>

1j

L.
—d =

9A.
J

Rearrange (Al3) to give

P. X..
i 7ij

a. .
1]

ﬁote that the RHS of (Al5) is independent of i so that we can

write for any arbitrary k = 1

P, X..
i 7ij
a. .

13

which implies

X. .
ij

[}

A A,
3 ]

Pk Xk'

ko

k

.

(I

1

o=t s

P i %4

kj

P,
i

a

().k.
45

¥

4,

ey

(i # k)

2

are

FanaY
=
;_.‘
o)

A

is a Lagrangean multiplier (interpretable as marginal cost

(A14)

(AlS)

(Al6)

(A17)
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Substitute (Al7) into (AlS) and solve for ij , noting that

2 aij =1, to give
1
4 o, .
X, = Q X, T P p =1, ...,4) (A18)
b ki 73 =1 t k
where
4 -a .
Q. = o.l0 (. O A, . (A19)
kj kjleoy 4 j

Equations (Al18) and (Al9) are the result given in equations (3.27)

and (3.28) in the text.

Finally, note that the akj are cost shares. That is, substitut-

ing (Al9) back into (Al8) and solving for Pk ij gives

e

where the term in square brackets on the RHS is independent of Kk

Therefore dividing (A20) by its sum over k and recalling that

I

4
Z a . = 1 gives
k=1

7 (A21)
)}
k=

Pr %5

1

which is the result given in equation (3.29) in the text.
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Pricing equations

Substitute equation (3.27) from the text into equation (3.30) to

give

4 o, .
t] 29
P. X. = ) [P. Q. X, T P P.l . (A22
J =1 YJ e t

The Pi cancel immediately from the RHS of (A22). The term

o, .
Xx. 1 P is independent of i and can therefore be taken outside

the summation allowing the Xj to cancel yielding

4 ] 4

P. =
T

a4, .
tj
S I P

1 t=1

which is equation (3.31) in the text.

Walras' Law

Multiply equations (3.32) and (3.33) in the text by the Pi to give

2
= i = 2 A2
P, X, .2 P xij i=1,2 , (A23)
j=0
and
2
= 1 = { 7
P, X, jél P, xij (i =3, 4) (A24)

a 2 4 2
Z P. X. = '21 P, Xy i§1 jgl P, x.lj ) (A23)

Substitute equation (3.30) from the text into (A25), yielding
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Transpose the second term on the RHS of (A26) so that

4 2
'Z P, X, = Z P, X.. . (A27)
1=3 i=

Finally substitute (3.24) from the text into (A27) which,

2
recalling that .E a;q = 1 yields
i=]
4
] P.X. = Y
R B |
i=3

as in equation (3.34) in the text.

Linearization

Equations (3.24), (3.27), (3.31), (5.32), (3.33) and (3.35)
were transformed to the linear proportional-change versions by applica-

tion of the following rules which follow from the standard rules of

differentiation. The notation
X = dX/X
is used.
d{Xx, X,)
1 72
= X + X N ("\28)
Xl Xz 1 2
d(Xi + Xz) Xl - XZ ) (201
w2
(Xl + Xz) (Xl + Xz) 1 {Xl + XZ) 2
and
a
d(x7) = ax . (A30)

XfUa
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Note that (A28) and (A30) imply

d(X,/X,) aex, xz“l)

X. /5y ° 5 S | 2
172 X; X, A

(A31)
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